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ABSTRACT:Face recognition is an area that has attractedoa ¢f interest. Much of the
research in this field was conducted using visibieages. With visible cameras the
recognition is prone to errors due to illuminatiochanges. To avoid the problems
encountered in the visible spectrum many authoke hmoposed the use of infrared. In this
paper we give an overview of the state of the afage recognition using infrared images.
Emphasis is given to more recent works. A growialgl fin this area is multimodal fusion;
work conducted in this field is also presented iis fiaper and publicly available Infrared
face image databases are introduced.
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1. Introduction

Face recognition is an area of computer vision ltfaat attracted a lot of interest
from the research community. A growing demand fobust face recognition
software in security applications has driven theveltgpment of interesting
approaches in this field. One of the well knownrapghes in this area is Eigenfaces
(Turk et al., 1991). A large number of techniques exist in fa@eognition, these
techniques can be divided into holistic and featbesed approaches. Holistic
approaches use a subspace representation for damality reduction and face
recognition. Feature based approaches extractrésafoom face images and use
metrics obtained from these features or match amfdatures for face recognition.
A survey of different techniques for face recognitican be found in (Zhaet al.,
2003) and (Konget al.,2005).

A large quantity of research in face recognitioaldevith visible face images. In
the visible spectrum the illumination changes repm a significant challenge for
the recognition system. lllumination change introgii a lot of errors during the
recognition phase. Another challenge for face raitmm in the visible spectrum
involves the changes in facial expressions. Faexaression can lead to a poor
performance of the face recognition system in \@sitmages. To avoid these
problems, researchers propose the use of 3D fammyméion (Bronsteinet al.,
2005) and infrared face recognition (Koegal., 2005). 3D face recognition can
deal with illumination changes, while infrared cdeal with changes in both
illumination and facial expression. However, ingdrface recognition suffers from
the following limitations: opacity to eyeglassegliermal infrared images (Figure 1)
and thermal change in face regions due to coldsiphlactivities, etc. (Kongt al.,
2005, Siddiquiet al, 2004). To overcome these limitations, fusion sohe were
proposed in order to combine different face rectigmimodalities and achieve high
recognition results in complex situations.

Figure 1. Thermal face image showing infrared opacity to ¢g&ses
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In this paper we present an overview of the stétde art in the field of face
recognition using infrared images. Emphasis ismiteemore recent works. In recent
years, the fusion of multiple modalities has atedca lot of interest. The work in
this field is also presented in this paper and lak databases of infrared face
images are introduced. Past reviews in the fielthfshred face recognition are an
interesting complement to our paper (Kaial.,2005, Prokoski 2000).

(Prokoski 2000) presented one of the first reviéwinfrared face recognition.
The author presents the work conducted in infrdaee recognition prior to 2000.
Many techniques are introduced: template matchthgrmal contours, feature
extraction for metrics matching, wavelet analysis face matching, symmetry
waveforms with bar code encoding of face waveforamsl the use of facial
minutiae. The author also introduces different arehere face recognition can be
used.

A more recent review is given in (Korgf al., 2005). The authors present a
review of different face recognition techniquesfraned face recognition is also
presented. Some of the articles addressing infri@ea recognition published before
2004 are presented in this paper.

2. Databases for infrared face recognition

The growing interest for the use of infrared image$ace recognition created
the need for face image databases that can befarsbdnchmarking the developed
algorithms. Four databases of infrared face imagesavailable publicly and are
presented below.

2.1.Equinox database

The Equinox database (Equinox 2007) is a largeectidin of face images. These
images were acquired using a special setup forngedsible and infrared cameras
and a controlled lighting system (frontal, left amght lights), as shown in Figure 2
(Equinox 2007).

The following modalities are available: Visible 480.7 microns), long-wave
infrared (LWIR, 8-12 microns), mid-wave infrared \MR, 3-5 microns) and short-
wave (SWIR, 0.9-1.7 microns). The images are csteggd thus permitting easy
testing of multimodal fusion approaches of facegew Figure 3 (Equinox 2007)
shows an example of an image in different modalitie

The image acquisition was conducted under contfotienditions. Multiple
facial expressions, illumination changes and faicielges with and without glasses
are available.



4 QIRT Journal. Volume X — N° X/2008

Figure 2. Setup used for face image acquisition of the equitadabase

VISIBLE ~ NEAR-IR SHORTWAVE-IR MIDWAVE- IR LONGWAVE- IR
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Figure 3. Face image in different modalities
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2.2.1RIS Thermal/Visible database

The IRIS Thermal/Visible database (UTK 2007) camad228 pairs of thermal
and visible images. A long-wave infrared cameray{Reon Palm-IR-Pro) was used
to capture thermal images. These images are utesgis They were acquired under
variable illuminations, facial expressions and gosehe image size is 320 x 240
pixels (visible and thermal). The setup used farefamage capture is shown in
Figure 4 (UTK 2007). This database was collectedh®y Imaging, Robotics, and
Intelligent Systems Laboratory at the UniversityTeihhnessee.
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Figure 4. Setup for the acquisition of IRIS thermal/visibsabase

2.3.More databases

Two other databases of infrared face images argable The first one is the
University of Notre Dame Biometrics Database (UNDO2) collected by the
Computer Vision Research Laboratory of Notre Dammvélsity; this database
contains visible and thermal images. The seconabdae is from the Laboratory for
Computational Vision of Florida State Universityidacontains a dataset of infrared
face images (FSU 2007).
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3. Infrared face recognition

Infrared face recognition is a growing area of aesk. Many of the techniques
used in infrared face recognition are inspired ftbeir visible counterparts. Known
techniques used in visible face image recognitiensdso used with infrared images:
Eigenfaces or Principal Component Analysis (PCA)rKlet al., 1991), Fisherfaces
or Linear Discriminant Analysis (LDA) (Etemaeét al., 1997), Independent
Component Analysis (ICA) (Liwet al., 1999), Support Vector Machine (SVM)
(Jonssoret al., 2000), ARENA (Simet al., 2000), Bayesian framework (Lit al.,
1998), Boosting algorithms (Lat al., 2006), Facelt commercial software (Heb
al., 2003, L1id 2007), etc. These techniques can bidetivinto holistic and feature
based techniques.

3.1.Holigtic based techniques

The most popular techniques in infrared face reitimgn are holistic based
techniques. The most used is by far the Eigenfée€\) technique (Turlet al.,
1991). This technique serves in many cases as exergfe for performance
comparison with other techniques. Other two populalistic techniques include:
Linear Discriminant Analysis (LDA) and Independ€dmponent Analysis (ICA).

The PCA or Eigenfaces technique permit a dimensitgrraduction by subspace
representation of faces. Average face image istaaried from the training set and
used to derive the eigenvectors representing tedpace approximation. Under the
assumption that the training set is a good reptaten of possible face images, the
selected vectors are a good approximation of adkiisde faces (Socolinskst al.,
2001, 2002, 2003, Selingeet al, 2002). By selecting the eigenvectors
corresponding to high eigenvalues we constructadinensional projection space
of face images. One of the first works in infrafade recognition used the PCA
technique (Cutler 1996). Tests were conducted usidgR images of frontal, 45
and profile views and high accuracy was achievéaceSthen, many other authors
used the PCA technique. (Wildest al., 1996) used PCA in LWIR images.
(Socolinskyet al.,2001, 2002, 2003, Selinget al, 2002) conducted a comparison
between visible and LWIR images using differenhtéques including PCA (Figure
5). The tests were conducted in various situatinoliding faces with and without
glasses and with various facial expressions andearillumination conditions. The
authors reported good performances of PCA in LWiRades. (Wuwet al, 2005)
propose a transformation technique to convert LVitiRared images to blood
perfusion data. The images obtained are meant poegent the internal skin
temperature and are independent of ambient temperavariations. Face
recognition is performed using PCA and RBF neuetivork. The authors report an
increase in recognition rates using the transforineaes over the direct use of
thermal images. (Kanet al, 2006) used PCA for face recognition using shatev
infrared (SWIR) images. A lighting system in 940mmectrum was used in this



Infrared face recognition 7

system. (Liet al, 2006, 2006a) used near infrared (NIR) imageddoe recognition
with an 850nm lighting system. SWIR and NIR image® less sensitive to
illumination changes than visible images (FigureTa)is characteristic increases the
performance of face recognition in this type of ges.
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Figure 5. First five Eigenfaces(PCA) in visible (top) and IRM(bottom) images

Figure 6. Visible images (top) and NIR images (bottom), wesee that NIR is less
sensitive to illumination changes

The second most popular technique in infrared f@aoegnition is LDA, also
known as Fisherfaces technique. Like PCA, thisnaple permits a dimensionality
reduction by subspace representation of faceseddsof principal components
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decomposition, in LDA the data are separated ligesr the Eigenspace using
Singular Value Decomposition (SVD) (Socolingdyal., 2001, 2002, 2003, Selinger
et al, 2002). In (Socolinsket al., 2001, 2002, 2003, Selinget al, 2002), the
authors conducted comparisons between differen¢ faecognition techniques,
including LDA, in visible and LWIR images (Figur@.n their tests, LDA was the
best performing technique in visible and LWIR faeeognition. (Zowet al, 2005,
2006) used LDA for NIR face recognition. Four teitjues, available in a machine
learning toolbox named WEKA (WEKA 2007), were udedclassification: Radial
Basis Function (RBF) neural network, Adaboost dfeess Support Vector Machine
(SVM), and Nearest Neighbour (NN). Tests show thatresults obtained in LDA
space for NIR images outperform the results obthiwéh ambient light images,
specially using SVM and NN classifiers. (Karg al, 2006) used LDA for face
recognition of SWIR images with interesting resulfsother work using NIR
images and LDA was done by (&f al, 2006, 2006a). In this work the combination
of LDA with Linear Binary Patterns (LBP) featureaug the best performance.

Figure 7.First five Fisherfaces (LDA) in visible (top) antMIR (bottom) images

Another popular holistic technique is the Indepanid€omponent Analysis
(ICA) (Socolinskyet al., 2001, 2002, 2003, Selinget al, 2002). ICA is a statistical
technique capable of finding hidden factors repiésg random data. The ICA
model assumes that the data variables are a lewabination of unknown non
Gaussian and mutually independent variables. (8wtglet al., 2001, 2002, 2003,
Selingeret al, 2002) used ICA for LWIR and visible face recogmit (Figure 8).
They compared its performance to PCA and LDA. 1G&faprmed well in visible
images (closely following the best performing teigiue: LDA).
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Figure 8. First five Independent Component Analysis (ICAyigible (top) and
LWIR (bottom) images

Another holistic technique that can be used foredigionality reduction is a
Discrete Cosine Transform (DCT). (Zhabal, 2005) present an active NIR system
for face recognition using DCT. They propose the a6 DCT lowest frequencies
and an SVM classifier for face recognition. Int¢ires results are reported by the
authors.

3.2.Feature based techniques

Feature based approaches extract features fromifis@ges and use metrics
obtained from these features or match similar featéor face recognition.

Template matching and distance metrics computatierused in various works.
In (Friedrichet al., 2002), the authors use of Euclidian distances &etwL.WIR
images. The results obtained show that face retiognin the infrared spectrum
gives better results even in the presence of clrmigdace/head orientation and
facial expressions. In (Heet al, 2003a), the authors conducted performance
comparisons of face recognition in LWIR images. Yused coregistered visible
and LWIR images from the Equinox database. Perfoomaests used visible and
infrared images under different operating condgiofhe face recognition system
used is Facelt (A commercial software). This sofevase metrics computed from
extracted features in the face image (eyes, noeathmetc.). The results obtained
show that thermal images outperformed visible lighiges when no eyeglasses
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were present. (Heet al, 2005, 2005a) propose the use of correlationrdilt®
improve face recognition performance in LWIR thekrimaages. The correlation
filters are known to be distortion invariants, thile combination with thermal
images that are less sensitive to illuminationatéwhs can lead to higher accuracy.
The authors present two correlation filters used their comparative study:
minimum average correlation energy (MACE) filtereidaoptimum trade-off
synthetic discriminant function (OTSDF) filters. i&timental results show that the
proposed correlation filters applied to thermal ges outperformed their use in
visible images. In this work, OTSDF performed bettean MACE. Also, OTSDF
produced the best results compared to PCA, Faodltharmalized correlation. In
(Panet al, 2003), the authors used mahalanobis distanceebetwampled face
regions from two NIR images. The objective of thierk is to conduct spectral
measurement of subsurface tissue over the NIRmgpecThe hypothesis behind the
use of subsurface tissue is its difference frons@eto person, its stability over time
and its quasi-invariance to face orientations arpressions. Experiments were
conducted in 31 spectral bands in the range oft@7micron. The authors report
interesting results, but performance degradatiopears in changing conditions
(pose, expressions and time). In (Pavletisl, 2006, Buddharajat al, 2005, 2006,
2007, 2007a), the authors propose a face recognigchnique based on the
extraction of physiological information from facemages. The extracted
physiological information represents the networkbtfod vessels under the skin
(Figure 9). This network is unique for each indivadl Mid-wave Thermal infrared
images (MWIR) are used to extract this informatidhe authors use mathematical
morphology techniques to extract the vascular néévimom thermal information.
The branching points of the skeletonized vasculetwark are referred to as
Thermal Minutia Points (TMP). The TMP constitute fleature database used in the
matching process. The authors report successfultses tests conducted with
various thermal images. (Srivastaetal., 2001, Buddharajet al, 2004) propose
the decomposition of infrared images in their sgatomponents using band-pass
filter banks. Gabor filters are used in this decosition. The resulting filtered
images are then used to derive the Bessel forrmatd using the second and
fourth moments of the filtered image (variance &ndosis). The comparison was
performed using a *metric between Bessel parameters in different #sag
Experiments were performed in LWIR thermal imagBse authors show that the
proposed technique outperforms PCA and ICA facegeition techniques.

A neural network approach is used in (Socolinskwgl.,2001). The authors used
an algorithm called ARENA. The ARENA algorithm firsreduces the
dimensionality of training observations. This isndoby reducing the image
resolution to 15x20 pixels (by averaging squarglmedourhoods in the image). Then
a nearest-neighbour classification is performeddexnental results show that the
best performance was obtained for LWIR images & pghesence of illumination
variation, compared to visible images.



Infrared face recognition 11

(Wilder et al.,1996) conducted an evaluation of face recognjieriormance in
visible and LWIR infrared images. In their workamisform coding of greyscale
projections, Eigenfaces and matching pursuit flteere used. The authors reported
that the best performance in infrared face recagnitvas achieved using greyscale
projections.
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Figure 9. Thermal face image segmented and processed @rfipcted vascular
network (center)and result of TMPs extraction (t)gh

3.3.Factors affecting infrared face recognition

Face recognition is performed in normalized andgred images. This
normalisation is based on the localisation of gyesitions. (Selingeet al, 2004)
studied the effect of eye location in PCA face mgition. The eyes are located in
LWIR images and visible images. For LWIR images #wuthors used Haar-like
features available in OpenCYV library (Intel 200Fr visible images a dark circle
surrounded by a lighter background is located usirtdough transform algorithm.
The performance of eye location was compared wilnually located regions, and
face recognition performance was evaluated in nizewhimages using the located
eyes. Eye location experiments were conducted bjests not wearing glasses. The
results show that the error in eye location is &igfor infrared images than in
visible images. For face recognition evaluatiorg thsults show that errors in eye
location degrade the performance of face recognitibhis degradation is more
noticeable when eye location is performed in LWiRages. The performance of
face recognition using the located eyes for facematization is even worse in the
case of the PCA algorithm. The Equinox proprietalgorithm (Equinox 2007) is
reported to give better results. Similar resultsengbtained by (Kangt al, 2006)
for SWIR face recognition using PCA and LDA. Thespions of the eyes have
important implications on the face recognition pemiance.

(Siddiquiet al, 2004) studied the effect of cold and the presefiegeglasses in
thermal images. The core of the face recogniticsiesy is the PCA technique. The
proposed approach detects and replaces cold regiotiseyeglasses by average
values from other face areas. The authors rep@methcrease in the success rate
with the proposed approach. In (Hed al, 2005, 2005a), degradation in the



12  QIRT Journal. Volume X — N° X/2008

recognition performance was noticed in the preseofceyeglasses in thermal

images. Detecting glasses and replacing them witteyee template obtained by

averaging eye regions from multiple images (Figify, led to an increase in

recognition performance in the presence of eyegtaskhe same approach is used in
(Konget al, 2007) and combined with a multiscale fusion siygt

Figure 10.Example of eyeglass detection and replacementanitbye template

4. Multimodal fusion

Face recognition using infrared images gives istémg advantages over visible
face recognition, especially when lighting and fagpression changes are present.
However, visible face recognition performs bettercontrolled lighting situations
and when the subject wears eyeglasses. In recem$ ysore emphasis has been
placed on fusing visible and infrared images ineortb achieve high recognition
rates. Fusion can be divided in two categoriesidd@t based fusion and data based
fusion. In decision based fusion, the obtainedItesue fused by a combination of
the obtained scores. In data based fusion, thedémare fused using a combination
of pixel values.

4.1.Decision based fusion

In decision based fusion many score combinatiorses have been proposed.
In (Chenet al, 2003, 2003a, 2005) the authors propose a dedisi@h fusion by a
rank-based strategy (sum of the ranks for eaclsxlasd a score-based strategy
(sum of the scores for each class). They repottthigafusion of visible and infrared
images outperforms the individual spectrum recégmitThey also show that the
score-based strategy gives the best results andoweg the performance
significantly. (Socolinskyet al, 2004, 2004a) used a sum of the resulting
recognition scores of visible and LWIR images. Tiesults show a significant
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improvement in recognition rates using the propdssibn strategy. (Cheat al,
2005a) used a decision based fuzzy integral fuefotihe visible and LWIR face
recognition results. In their approach, the Eigee&algorithm is applied in each
modality and a set of Eigenface components are ethpp a features vector and
normalized. A fuzzification technique is appliedtie extracted visible and infrared
vectors using a modified histogram based techniqiee fuzzy integral fusion
permitted an increase in recognition rates.

(Buddharajuet al, 2007a) propose the combination of the methodriest in
(Pavlidiset al, 2006, Buddharajet al, 2005, 2006, 2007), with a classical PCA
face recognition method applied to visual imagegufe 11). The proposed
multispectral approach bases its final score orastbn level fusion by combining
the individual scores from the visual and thernmdiared recognition algorithms.
The proposed fusion strategy gives better resuds the two individual approaches
alone.
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Figure 11.Multispectral fusion presented by Buddharaju et al.

(Bowyeret al, 2006) studies the use of visible, 3-D and infdlareages (LWIR)
for face recognition. The authors analyse the perémce of a multimodal approach
combining visible images with 3-D and infrared ireag and a multisample
approach using multiple intensity images. The awgthreport significantly higher
performance for the combination of different type imagery (multimodal
approach) compared to the use of individual madalitThe best performance was
obtained by combining all the three modalities (Mis, infrared and 3D). They
report also a significantly higher recognition rateen combining multiple intensity
images (multisample approach). They used a weigbtede fusion approach with
PCA and obtained interesting results.

(Kakadiariset al, 2005, 2005a) present a multimodal face recogniipproach
using visible and thermal images (Figure 12). Theppsed framework uses the
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following characteristics: 3D geometry, 2D visiltéxture and 2D infrared texture,
over time. A range scanner is used to capture BDefé&de geometry. Texture
mapping is then used to map a face image in then8Bel. The 3d mapped models
are then projected in a parametric 2D space (U\ept produce a deformation
model of the face used in the recognition phasar Meavelets are then used for data
compression. Infrared images are used to extkiictregions used for recognition.
The vascular network is also extracted from therimalges and projected to the
parametric UV space. Recognition is performed bynmaring the signatures
obtained from:

— The parametric deformation image,
— The parametric thermal image, and
— The visible spectrum texture map.

The authors report good performance obtained wughproposed method even in
the presence of facial expressions.
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Figure 12.Multimodal face recognition system

4.2.Data based fusion

Data based fusion in infrared face recognition &tiacted a lot of interest in
recent years. Most of the work use wavelets decaitipp for data fusion.
(Gyaouroveet al, 2004, Singtet al, 2004) propose a data fusion scheme of infrared
and visible images for face recognition. The pregbapproach aims to overcome
the limitations caused by the opacity of infrarethgery to eyeglasses. Since visible
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imagery is less sensitive to eyeglasses and infraregery is less sensitive to
illumination variation, the fusion of the two modigs lead to better results. The
fusion strategy operates in the wavelet domain dyhining the coefficients of
Haar wavelets. A Genetic Algorithms (GAs) appro&kemployed in order to fuse
the wavelet coefficients from the LWIR and visiilmages. The GAs find the
appropriate way to fuse these coefficients by cimgpghich coefficients to use and
how to combine them. Considerable improvement lieaed with fused images
when eyeglasses are present. Haar wavelets araisdsbin (Changt al, 2006,
2006a) and (Kongt al, 2007). (Changt al, 2006, 2006a) propose a data fusion
scheme for illumination adjustment to improve faeeognition rates. Tests were
conducted in fused multispectral images. Two temiwes were used: A weighted
fusion and a Haar wavelet based pixel level datofu The face recognition
performance was tested using Facelt commercialvaodt and a better performance
was obtained with the fused images. (Katal, 2007) present a multiscale fusion
strategy of visible and thermal images. The regigtn method uses directional
derivative maps (Boughorbet al, 2004) and multiscale data fusion is performed
using discrete Haar discrete wavelet decompos{fidWT). Data fusion consists of
a weighted combination of DWT coefficients of visiband thermal images. The
fusion of visible and infrared images is reportedgtve better results than single
modality face recognition. The work of (Singhal, 2007) proposes a hierarchical
fusion of infrared and visible images (Figure 13he algorithm uses Gabor
wavelets to perform image fusion. 2D log polar Galavelet extracts amplitude
and phase features. A learning strategy based aptA® Support Vector Machine
(SVM) is used to select the features in amplitudé phase images. These features
are then used to generate the fused image. Muligsis were conducted by fusing
different wavelengths. The fusion of SWIR and Msiface images was reported to
give the best results.
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Figure 13 Fusion system proposed by Singh et al.
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In (Bebiset al, 2006), the authors, proposed an eigenfeaturesnfistrategy.
Eigenfeatures were extracted directly form visihel infrared images and a genetic
algorithm was used for selecting the appropriagereatures for fusing visible and
infrared images. The authors report an increasedagnition performance with the
proposed fusion approach.

(Hariharanet al, 2006) present a fusion of LWIR and visible imagemg an
Empirical Mode Decomposition (EMD). EMD decomposesn-linear non-
stationary signals into Intrinsic Mode FunctionMgs). The visible and infrared
images are vectorized and EMD is performed on tleséors to obtain the visible
and infrared IMFs. A number of IMFs are selected fission. These IMFs are
multiplied by weights that were empirically obtadni@ order to enhance non-mutual
information between visible and infrared imagese Emhanced IMFs are combined
and face recognition is performed on the resulfigpd image. Experiments were
conducted on coregistered images from the Equirtabdise. The commercial face
recognition software Facelt was used, and the mEtog performance was
evaluated on fused images obtained by: Averagir@A Rusion, wavelet based
fusion, and EMD fusion (Figure 14). The authorsoréghat the best performance
was obtained with EMD fused images even in chandiagiination conditions and
different facial expressions.

-+
e’

Figure 14.From left to right: Visible image, Infrared imagayeraging fused
image; PCA fused image; Wavelet based fused inreageEMD fused image

4.3.Hybrid decision and data based fusion

Fusion techniques using a both decision and daiarfuapproaches have been
introduced. (Heet al, 2003b, 2004, Abidét al, 2004) describe a fusion of visible
and infrared images for face recognition. Imageidu is performed at data and
decision levels (Figure 15). Data level fusion pigsrthe integration of visible and
infrared images. Decision level fusion permits tt@mbination of the obtained
visible and infrared recognition scores. The awghgopose three fusion techniques:
Data fusion of infrared and visible images, decidiosion with a highest matching
score, and decision fusion with an average matcéiioge. The proposed data fusion
is achieved using a weighted average of visible #reimal images in order to
obtain an illumination invariant image. Weights determined using the brightness
distribution in the face images. In low illuminatidhe weight of visible images is
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lower than that of thermal images and in high feemaperature the thermal image
weight is lower than that of the visible image. Be&m level fusion is performed by
combining the individual scores of visible and that face recognition obtained
using Facelt. Tests were performed using coregdteisual and LWIR images

from the Equinox database. Experimental resultsvstimat thermal images and
fusion techniques outperformed the visible face genaecognition when no

eyeglasses were present. When eyeglasses aretpthednsion techniques with an
eyeglass removal algorithm produced the best mesult
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Figure 15.Heo et al. Fusion system

(Arandjelovicet al, 2006, 2006a, 2007) propose a multistep fusioersehfor
face recognition. The fusion is carried out at deeision and modality level using
visual and LWIR thermal images (Figure 16). Theposed approach consists in
three main steps: data pre-processing, eyeglassestion and fusion of holistic and
local face features using visual and thermal maédaliFor feature based fusion, the
local patches around the eyes and mouth and tleeifagge are matched using a
PCA face recognition technique. The similarity sc@ obtained using a weighted
sum. Different constant weights are used for vésidahd thermal images. Modality
fusion is conducted by a weighted combination dfible and thermal images.
Weights are high in the visible spectrum if theogmition rate is high in this
spectrum. The proposed fusion method with eyegiaskdection outperformed
other techniques explored in their experiments.

(Ali et al, 2006) use a set of Gabor filters to process #ue fimages. The
obtained filtered images are used to extract feapaints. The feature points are
selected if they represent a maximum response toGkernel in a predefined
window. A fusion strategy using a weighted averafgisible and thermal images
similar to (Heoet al, 2003, 2004) is used. The scores of thermal, leisiind data
fused images are combined using a weighted avesage The experimental results
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show that the proposed fusion strategy proposeideirpaper outperforms the other
techniques compared by the authors.

Visual imagery (image set} Thermal imagery (image set)

" Trained classifier

‘ A Preprocessing 4 |

‘ Preprocessing :__
Facial feature detection & registration |

v
Features

L
Glasses detection

‘ - Modality and data fusion 4} - ‘

Figure 16.Overview of the fusion strategy proposed by Ardndje et al.

5. Conclusion

This paper proposes an overview of the state of dhein infrared face
recognition. Most recent works in this growing fiedre presented. Many of them
explore the use of different infrared wavelengthdace recognition (NIR, SWIR,
MWIR and LWIR).

The use of infrared in face recognition allows thmitations of visible face
recognition, like changes in illumination and fdcéxpression, to be overcome.
However, infrared suffers from other limitation&dithe opacity to glasses. This
limitation degrades the face recognition when stiBjevearing eyeglasses are
present. More recently, a great interest in theamh community has focussed on
the fusion of different modalities (visible, infeat, 3D). Multimodal fusion comes
with the promise of combining the best of each nibdand overcoming their
limitations. This is an area where much work isreotly being conducted with
promising results. Good performance rates are tegoby the authors when
multimodal fusion is used for face recognition.

A large number of techniques have been proposdterarea of infrared face
recognition. Many of them are inspired from theiisible face recognition
counterpart. Eyeglasses are still a challengingeiss infrared face recognition and
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more work is expected in this area. Multimodal dustan help solve this problem.
Active and passive infrared are still used indepetig in face recognition. This is
an interesting subject to investigate and multinhagaognition systems can be
developed in order to take advantage of these tiared modes. Also, more
research can be done in order to better understaedeffects of cold, face
temperature change, and time in infrared face mitiog performance.

With the decrease in infrared camera costs, weegaect a growing interest in
this field in the near future.
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