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Abstract.—Sensor networks are increasingly used for tracking, monitoring and observing spatial 
dynamic phenomena in the real world (e.g. urban area). In order to ensure an efficient deployment 
of a sensor network, several optimization algorithms have been proposed in recent years. Most of 
these algorithms often rely on oversimplified sensor models. In addition, they do not consider in-
formation on the terrain topography, city models, and the presence of diverse obstacles in the sens-
ing area (e.g. buildings, trees, poles). Only some of those optimization algorithms attempt to con-
sider the terrain information in the optimization of a sensor network deployment. However, most of 
these algorithms consider that the spatial models used for this purpose are perfect representations 
of the reality and are not sensitive to the quality of the information. However, spatial models are 
simplified representations of a complex reality, and hence are inherently uncertain. In this paper we 
will investigate the impact of the spatial data quality on the optimization of a sensor network and 
its spatial coverage in an urban area. For this purpose, we will investigate specific implications of 
spatial data quality criteria for a 3D city model that will be used in sensor network optimization al-
gorithms. Then, we will analyze the impact of some of those criteria on the estimation of sensor 
network coverage. Afterwards, a case study for sensor network deployment in an urban area will 
be presented. This case study will demonstrate the impact of 3D city models quality on the estima-
tion of coverage using global and local optimization algorithms. Finally, the results obtained from 
this experimentation will be presented and discussed. 

1-‐ Introduction	  

Sensor networks are increasingly used for tracking, monitoring and observing spatial dynamic phe-
nomena of the real world (Nittel 2009). The benefit of using such networks is to access remote or harsh 
areas and observe phenomena in these locations at the lowest cost as possible. The cost of a sensor 
network deployment depends mainly on the number of sensors used and how these sensors are placed 
in the environment to be monitored. Hence, in order to maximize the spatial coverage of such net-
works, optimization algorithms can be used to find the best position for each sensor in the network. 
However, most of the proposed placement algorithms do not consider the nature of real environments 
(Aziz et al. 2009, Bharathidasan et al. 2003, Nittel 2009). In addition, the few works that take into ac-
count the environmental information in their methods (Wang and Tseng 2008, Akbarzadeh et al. 2011) 
do not study the impact of the inherent uncertainty of spatial data in the estimation of sensor network 
coverage. 

There are many objects and obstacles in the environment that may constrain the spatial coverage of a 
sensor network. Therefore, it is necessary to consider these elements in sensor network optimization 
algorithms. For example, in an urban area, the presence of buildings, roads, streets, trees, and poles 
should be considered in sensor deployment. In a natural area, the topography of the terrain and other 
properties of the environment such as vegetation must be known. Spatial models are very rich sources 
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of geospatial information that can be used inside the optimization algorithms. However, spatial models 
are simplified representations of a complex reality, and hence are inherently uncertain. The uncertainty 
in spatial data may be related to the methods used for the acquisition, processing, or manipulating of 
spatial data, and it may significantly affect the spatial coverage of a sensor network.  

Some of the most important types of datasets, which are used as spatial models in sensor network de-
ployment, are Digital Terrain Models (DTM) and Digital Surface Models (DSM). The quality of these 
models is varied and depends on the accuracy of the initial datasets, which are used to produce them as 
well as the instruments, which have been used to collect those datasets. For example, both digital ter-
rain models and digital surface models may have some inaccuracies which involve some unintentional 
errors in final results. Since we have errors and inaccuracies within the initial datasets, it is inevitable 
that these errors will be propagated when these dataset are used for deployment of sensor networks. So, 
accuracy of sensor placement strongly depends on the quality of spatial models that will be used in op-
timization algorithms. Also, the communication between sensors in a given network may be affected 
by the quality of the data as well. In fact, the position of sensors and their communication range are 
important to ensure reliable communication between sensors.  

In this paper, we investigate the data quality elements with an emphasis on those that are the most rele-
vant for 3D city models. We will study the impact of those elements on sensor network coverage esti-
mation. Then, we will investigate the impact of the 3D dataset’s quality, which will be introduced as 
initial input in the sensor network deployment optimization algorithms on the final results. Our goal is 
to determine how sensitive different optimization algorithms are to the quality of input datasets and 
what their behaviour will be. 

The remainder of this paper is organized as follows. Section 2 presents a literature review describing 
various models and solutions of the sensor deployment optimization based on 3D city models. Local 
and global approaches for sensor deployment optimization are discussed in this section. In Section 3, 
the quality elements for 3D city models are introduced. First, standard spatial data quality elements are 
presented and then most relevant data quality elements for 3D city models are further investigated and 
their implications for sensor placement are discussed. Section 4 presents an analysis of the quality im-
pact of 3D city models on the sensor network deployment. The issue of how 3D models quality affects 
the results of optimization methods will be discussed. Section 5 contains the experimentations and re-
sults. Several maps with different quality levels have been prepared and tested with three optimization 
algorithms. The sensitivity of the optimization methods to the quality of input data is investigated in 
that section. Finally, Section 6 concludes the paper with discussion of the results and proposal of new 
avenues for future work.	  

2-‐ Sensor	  Network	  Deployment	  Optimization	  Based	  on	  3D	  City	  Models	  

Efficient sensor network deployment is an important issue in the sensor network field, as it affects the 
coverage and communication between sensors in the network. Nodes use their sensing modules to de-
tect events occurring in the region of interest (e.g. urban area). Each sensor is assumed to have a sens-
ing range, which may be constrained by the phenomenon being sensed as well as the environmental 
conditions. Hence, obstacles and environmental conditions affect network coverage and may result in 
holes in the sensing area. The definition of coverage differs from one application to another (Aziz et al. 
2009, Ahmed et al. 2005, Ghosh et al. 2008, Huang et al. 2005, Megerian et al. 2005, Meguerdichian et 
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al. 2001). In this study, the definition of coverage is based on a direct visibility between the observer 
and the target point (e.g., camera for traffic monitoring) (Fig. 1). The coverage of a point in a sensor 
network means that this point is located in the sensing range of at least one sensor node. The coverage 
area of each node is usually assumed to be uniform in all directions. In this case, the sensing range is 
represented by a disk around the sensor. Failing this condition for some points in the region of interest 
will result in coverage holes (Ahmed et al 2005). 

	  

Fig.	  1.	  	  Direct	  visibility	  between	  an	  observer	  and	  a	  target,	  point	  A	  is	  visible	  while	  point	  C	  is	  invisible	  because	  its	  line-‐of-‐
sight	  is	  concealed	  at	  point	  B.	  

 

Hence, one important issue in sensor network deployment is finding the best sensor position to cover 
the region of interest. Regarding the mentioned definition of coverage in sensor network, the coverage 
problem basically means placing a minimum number of nodes in an environment, such that every point 
in the sensing field is optimally covered (Aziz et al 2009, Ghosh and Das 2008). Nodes can either be 
placed manually at predetermined locations or dropped randomly in the environment and then are repo-
sitioned to their optimal locations. It is difficult to find a random scattering solution that satisfies all the 
coverage and communication conditions between sensors. 

There are several approaches in the literature to solve the problem of sensor network coverage (Niewi-
adomska et al. 2009, Romoozi et al. 2010, Ghosh et al. 2008). In general, these approaches are classi-
fied into global and local optimization approaches. Global optimization approaches are used to find the 
global optima of a function (coverage function) or a set of functions for the whole study area. Con-
versely, local optimization methods are used to find local optima among a number of candidate solu-
tions. Candidate solutions here could be the sensors positions or final coverage, which is supposed to 
be optimized according to the coverage function. Local methods start with an initial value in the space 
of candidate solutions and then iteratively move to neighbour values or solutions by applying local 
changes until the optimal solution is found or a time bound is achieved. 

 

2.1 Global optimization approaches 

Simulated Annealing (SA) and Covariance Matrix Adaption Evolutionary Strategy (CMA-ES) are two 
examples of global optimization methods used for sensor network deployment (Akbarzadeh et al. 2010, 
2011). These methods will be used in Section 5 to compare the impact of data quality on sensor net-
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work deployment given their performance and popularity in global optimizations (Akbarzadeh et al. 
2011).   

Simulated Annealing (Kirkpatrick et al. 1983) is a classical metaheuristic optimization algorithm, 
which is inspired by the annealing process of material in metallurgy. In fact, temperature is the control-
ling mechanism used to convert material from a high-energy state into a low-energy solid condition. 
This process is imitated in SA, where the temperature controls the number and spread of accessible so-
lutions from a given solution in the search space. SA starts with random sensor positions in the 3D 
study area with a high initial temperature to allow a random walk in the search space. As the tempera-
ture is gradually decreasing the system becomes greedier, only to allow moves in the search space 
which improve the performance of the solution to find optimized positions which best served coverage. 
The process is completed with a temperature close to zero. To calculate the coverage, a coverage func-
tion, which will be introduced in Section 2.3, is supposed to be optimized by means of an optimization 
algorithm.  

CMA-ES is part of the evolutionary algorithm family. It is a black-box stochastic optimization method, 
in which new candidate solutions (sensors positions) are sampled according to a multivariate Gaussian 
distribution, which is adapted in the course of the optimization (Hansen and Ostermeier 2001). For sen-
sor network deployment optimization, the initial position and orientation of sensors in a 3D model can 
be considered as a candidate solution. So, any variations or inaccuracies in the 3D model affect the po-
sition and orientation of the sensors and hence, directly impact the formation of the next solutions. The 
sensor positions will be evolved through the optimization and finally, the solution with the best cover-
age is selected as the final result (Akbarzadeh et al. 2011). 

 

2.2 Local optimization approaches 

The second category of optimization algorithms for sensor network deployment is the local approaches. 
Some geometric solutions found in the literature are taking into account the spatial relations between 
the elements of 3D model (search space). When there is not enough information available about the en-
vironment, sensors are deployed randomly at the first placement, and then some deployment strategies 
take advantage of mobility and try to relocate sensors from their initial position to optimize the network 
coverage. In these cases, spatial information, sensor’s positions and movement strategies will be pro-
vided based on 3D models. VECtor-based and VORonoi-based algorithms are two mobility-based 
methods that use Voronoi diagram in their approaches (Argany et al. 2011). The spatial coverage of 
sensor networks in 3D models is much related to the spatial distribution of the sensors. In other words, 
the geometric solutions try to distribute the sensors in the environment by using 3D models so that as 
much coverage as possible will be obtained. These approaches can be used to detect coverage holes in 
3D datasets as well as healing those holes. 

The VORonoi-based algorithm (VOR) is a pulling strategy; this means that sensors cover their local 
maximum holes. This method has been selected to study the impact of data quality in Section 5 because 
of its geometrical performance and ability to model the environment (Argany et al. 2011). In this algo-
rithm, each sensor moves toward its farthest Voronoi vertex until this vertex is covered. The disad-
vantage of the VOR algorithm is that each sensor may be selected to move but there is no criterion to 
define where it should stop moving. A 3D model of the environment can help us to define this thresh-
old, which means that sensors stop moving when they arrive at the point with a higher elevation than 
their initial position. The line of movement corresponds to the line between the initial sensor location 
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and farthest Voronoi vertex. In the rest of the paper we call this approach the enhanced VOR algorithm. 
Here, Voronoi cells define the regions in the study area which should be covered by the sensor inside 
the cell. Since the sensing range of sensors is limited, then some holes may exist beyond the sensing 
area of the sensors (Fig 2). 

 

Fig.	  2.	  	  Movement	  of	  a	  sensor	  in	  the	  VOR	  algorithm.	  

 

2.3 Coverage estimation using 3D city models 

In this paper, coverage is defined based on the concept of line-of-sight. Line-of-sight can be defined as 
the direct visibility between an observer and a target point. Given the sensor position 𝑝!, if there is no 
obstacle between the 𝑝! and the target point q, then the latter is visible. Also, if q is in the sensing range 
of 𝑠!, the coverage is achieved (Fig. 1). Viewshed is another term which is used in optimization algo-
rithms. It is defined as an area in the maps that is visible from a specific sensor position. Viewshed al-
gorithms use elevation of each cell in the DTM to determine visibility to or from a particular cell (sen-
sor positions). The visibility depends on the following notions: observation points, horizontal and 
elevation coordinates (𝑥! , 𝑦! , 𝑧!), vertical offsets (the vertical distance to be added to the z coordinate 
value of a location on the surface), horizontal and vertical sensor orientation (𝜉! , 𝜃!), and the sensing 
distance (Fig. 3). Line-of-sight, viewshed, visibility, and position of obstacles are essential information, 
which can be directly obtained from 3D models provided by a geographic information system. 

v1	  

v2	  

v3	  

v4	  
p2	  

s	  
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Fig.	  3.	  	  Parameters	  and	  visibility	  of	  sensor	  𝑠!	  in	  a	  3D	  model	  

To find the optima in the category of global optimization methods, it is necessary to define a coverage 
function. This function is expressed based on the properties of the sensors and the environment infor-
mation. The sensing model in our investigation is related to distance between sensor and target loca-
tions, sensor orientation, and visibility. If we assume that 𝑝! = (𝑥! , 𝑦! , 𝑧!) is a sensor position, 𝜃 is pan 
angle around its vertical axe and 𝜉 is the tilt angle around the horizontal axes then, the coverage func-
tion 𝐶(𝑠! , 𝑞) for sensor 𝑠! at point q can be defined as a function of distance 𝑑 𝑠! , 𝑞 = 𝑝! − 𝑞 , pan 
angle 𝑝 𝑠! , 𝑞 = ∠!(𝑞 − 𝑝!) − 𝜃!, tilt angle 𝑡 𝑠! , 𝑞 = ∠!(𝑞 − 𝑝!) − 𝜉!, and visibility 𝑣(𝑠! , 𝑞) from the 
sensor (Akbarzadeh et al. 2011): 

𝐶 𝑠! , 𝑞 = 𝑓 𝜇! 𝑝! − 𝑞 , 𝜇! ∠! 𝑞 − 𝑝! − 𝜃! , 𝜇!(∠!(𝑞 − 𝑝!) − 𝜉!), 𝑣(𝑝! , 𝑞)       (1) 

Where ∠! 𝑞 − 𝑝! = arctan  
!!!!!!
!!!!!!

 is the angle between the sensor 𝑠! and the point q in the horizon-

tal plane and ∠! 𝑞 − 𝑝! = arctan  
!!!!!!
!!!!

 is the angle between the sensor 𝑠! and the point q in the 

vertical plane. Parameters 𝜇! , 𝜇!, 𝜇!   ∈ [0,1]  represent membership functions that need to be defined 
according to the coverage conditions. 

In order to cover point q by sensor 𝑠!, we should consider the sensing range, sensing angle and visibil-
ity. These three parameters can be extracted directly from the 3D model which will be used to make the 
optimization. The parameters 𝑑 𝑠! , 𝑞  and sensing range are calculated based on the (x, y, z) coordi-
nates of the sensor and target location points which are provided by 3D model. Pan 𝑝 𝑠! , 𝑞  and 
tilt  𝑡 𝑠! , 𝑞  angles are characteristics which are related to the orientation of the sensor as well as the dis-
tance to point q which is calculated from the 3D model.  

As described in section 2.2, the enhanced VOR algorithm is a local optimization method, which at-
tempts to move sensors and “heal” uncovered areas. In each step of iteration, visibility, and then 
viewshed are calculated based on the line-of-sight between the sensors and targets. The covered area 
for each sensor corresponds to the intersection of its sensing range and the viewshed area. As men-
tioned before, visibility and viewshed are obtained from 3D models of the study area. Hence, coverage 
is also affected by the quality of the 3D models.  
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3-‐ Spatial	  Data	  Quality	  in	  3D	  City	  Models	  

The deployment of a sensor network in an urban area requires the use of 3D city models. A 3D city 
model may contain building models, water bodies, transportation objects, vegetation, and city furniture. 
The building model is the most detailed and frequently used thematic concept of a city model. Different 
types of buildings may exist in city models, e.g. residential, public, and industry with different details, 
height, shapes, and volumes. Usually, transportation objects are represented as a linear network in 2D 
models, but they are geometrically described by 3D surfaces in 3D urban models. In 3D models, a traf-
fic area accompanying the auxiliary objects and obstacles, which bar or affect the traffic transportation, 
can depict roads. Vegetation features are important components in 3D models which help us to recog-
nize the surrounding environment. They can be represented as single vegetation objects or plant cover 
(multi solid) objects in 3D city models. City furniture are movable objects such as traffic lights, signs, 
flower buckets, benches, and bus stops which can be found in residential, traffic, and public area. Spa-
tial location recognition to install sensors can be improved by taking into account these city furniture 
details in the 3D city models.  

The quality of spatial data in a 3D city model that may be used in sensor networks optimization algo-
rithms can undermine its efficiency.  According to the spatial data quality literature, spatial data quality 
depends on several factors; the “internal” quality of spatial data is determined by its actuality, geomet-
ric and semantic accuracy, genealogy, logical consistency, and the completeness of the data. This view 
reflects the producer’s perception of quality, which differs from the notion of “external quality”. Exter-
nal quality is focused on “fitness for use”; it is defined as the level of fitness between the data and the 
needs of users (Mostafavi et al. 2004, Devillers et al. 2006).  

There has been a consensus about the criteria of internal quality between the ISO, FGDC, and CEN to 
use the same criteria for geospatial data quality (Devillers et al. 2006). ISO 19113 (Quality principles) 
and ISO 19114 (Quality evaluation procedures) are two pairs of standards which define the principles 
for describing the quality. The ISO 19113 recommends five groups to subdivide the data quality ele-
ments which can contain quantitative information. These criteria are completeness, logical consistency, 
positional accuracy, temporal accuracy, and thematic accuracy (Kresse and Fadaie 2004). The ISO 
19115 (Metadata) provides the procedures for quality evaluation by defining a dictionary for the data 
quality elements. According to ISO 19115, metadata contains both quantitative and non-quantitative in-
formation. The ISO 94 (Quality management and quality assurance - Vocabulary) addresses the exter-
nal quality elements. Investigations on the criteria of external quality have been limited to just a few 
authors. Among them, Wang and Strong (1996) propose four groups for external quality dimensions: 
intrinsic data quality, contextual data quality, representation data quality, and accessibility data quality. 
Bédard and Vallière (1995) have investigated the external quality for geospatial data and mentioned 
these categories as the quality elements of geospatial dataset: definition, coverage, lineage, precision, 
legitimacy, and accessibility. Oort (2006) has done a comprehensive study on data quality description 
and applications. He has defined essential terms of spatial data quality and introduced variable methods 
of investigating the accuracy and errors in spatial and land cover classification. The studies presented 
so far have mostly considered 2D models. Although, they can be used for 3D models, Walter (2007) 
has conducted a research on quality control of 3D geospatial data. He mentioned the spatial data quality 
elements that have a clear meaning in 3D models. He also proposed an automatic update method for 
the quality control of 3D models composed of laser data, aerial and terrestrial images. His approach is 
processed with an image interpretation algorithm in order to control the existing objects and find new 
objects that are not in the database. 
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As discussed earlier, it is too difficult to find an exact investigation on the elements of data quality in 
3D models. So, in the following list we propose the most relevant criteria of data quality for 3D spatial 
models.  

- Positional Accuracy: In general, accuracy addresses the probable differences between the 
measured and true values. It can be divided into relative and absolute accuracy. Positional ac-
curacy is the accuracy of coordinate values and categorized as vertical and horizontal. In 3D 
city models, compared to 2D models, apart from X and Y coordinates, Z values should be 
considered in positional accuracy analysis. For example, the accuracy of the height of build-
ings and other 3D objects is important as well as horizontal positions and it has a direct impact 
on 3D issues such as shadow and visibility analysis. 

- Logical Consistency: Logical consistency of a spatial database constitutes an important part 
of the determination of the internal spatial data quality. It may be defined as the degree of 
consistency of the data with respect to its specifications. It concerns the question of whether 
collected data are related to other data in a logical sense. In the other words, it refers to the ab-
sence of apparent contradictions in a database (Walter 2007). For instance, in 3D datasets, log-
ical consistency can refer to topological relations. For example, extracting building footprints 
and extruding them is one of the simplest methods to construct 3D city models from 2D data. 
So, if the topological relations between the footprints are not taken into account, the resulting 
3D city model may not be topologically and hence logically consistent (Ledoux and Meijers 
2009). 

- Lineage concerns the question of how the data are collected and the method of how the data 
have been entered in a computer program. This information contains a short history of the data 
producer, data source, data capturing, and data processing methods. In 3D datasets, the lineage 
can refer to the historical information about data acquisition, data representation and data pro-
cessing. The question of which kind of instrument or acquisition method has been used to col-
lect the dataset will be answered in the data acquisition part of the lineage information. In data 
representation we will find the method by which the dataset has been represented, e.g. regular 
grid, TIN, mesh, 3D faces. In terms of data processing, lineage may contain information about 
processing methods such as different kinds of interpolation (e.g. nearest neighbour, bilinear, 
and bicubic). This may also describe the methods used for 3D modeling process. 

- Semantic Accuracy addresses the question of whether the data really express its intended 
meanings. This criterion provides information on the difference between the values of spatial 
attributes and their real values. In 3D models, we are again concerned with the semantics of 
spatial objects. More specifically we are concerned with the semantics of 3D objects. For ex-
ample how to represent buildings regarding their definitions and shapes (factory, hospital, res-
idential, educational, etc.). What are the spatial integrity constraints that exist between 3D ob-
jects and how accurately are they defined with respect to the reality? 

- Completeness indicates the question of whether there is anything more to add to the data. 
This criterion is usually determined based on the matrix of omission (abnormal absence) and 
commission (abnormal presence) of some objects in a spatial model. This can also be related 
to the levels of detail (LOD) used to represent spatial information in 3D models. Omission or 
commission of some objects (e.g. trees and buildings) or the levels of detail in their represen-
tation (e.g. missing balconies in a 3D building model) in a 3D city model have an impact on 
the sensor positions obtained from the optimization algorithms. Also, it will have a significant 
impact on the estimation of its spatial coverage.  
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- Temporal Accuracy concerns the question of whether the data is up to date or not. For exam-
ple are there some new constructions in a 3D city model, which should be added to the da-
taset, or it is necessary to delete some blocks from the dataset. 

4-‐ The	  Impact	  of	  3D	  City	  Models	  Quality	  on	  Sensor	  Deployment	  

As mentioned in Section 2, the sensor placement optimization algorithms that are applied in our exper-
imentation use line-of-sight and viewshed to calculate spatial coverage. These two concepts allow visi-
ble and invisible objects to be identified and hence, define covered and uncovered areas in the region of 
interest. The quality of 3D city models has a direct impact on the estimation of these values. In the fol-
lowing, we will present and discuss these impacts with respect to some of the quality criteria that we 
presented in the previous section. 

Positional accuracy has a direct impact on the estimation of the visibility in a 3D city model.  The posi-
tional accuracy may be presented as a small displacement in the position of the objects, which can be 
either horizontal or vertical or both. Even a few centimeters inaccuracy in horizontal or vertical posi-
tions of objects or sensors can block the line-of-sight between a sensor and a target. Fig.4 shows the 
impact of changing the positions of buildings on the obtained coverage. In Fig. 4(a) positions of three 
buildings have been displaced and overlaid at the same DTM. So, buildings at points A, B, and C are 
opaque. Fig. 4(b) depicts the change of coverage because of inaccuracy in the positions of those build-
ings. Fig. 5 shows the impact of completeness on sensor network coverage. In Fig. 5(a), three buildings 
have been removed from the dataset. Fig. 5(b) depicts the impact of elimination on the final coverage. 
This situation may also occur in datasets due to temporal accuracy and the demolishing of some build-
ings. Conditions have been considered in an exaggerated manner in both Fig. 4 and 5. 

   

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (a)	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (b)	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  

Fig.	  4.	  Impact	  of	  positional	  accuracy	  on	  sensor	  network	  coverage:	  (a)	  small	  displacement	  of	  three	  buildings	  at	  positions	  
A,	  B,	  and	  C	  shown	  on	  DTM	  (b)	  area	  which	  will	  be	  covered	  after	  the	  displacement	  shown	  in	  light	  red. 

 

 

A	   B	  

C	  
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	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (a)	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (b)	  	  	  

Fig.	  5.	  Impact	  of	  completeness	  on	  sensor	  network	  coverage:	  (a)	  elimination	  of	  some	  blocks	  at	  positions	  A,	  B,	  and	  C	  
shown	  on	  DTM	  (b)	  area	  which	  will	  be	  covered	  after	  elimination	  shown	  in	  light	  red 

 

In 3D city models, sensor nodes and 3D objects should be logically consistent. In order to respect con-
sistency in sensor network deployment, the topological relationship must be observed. To ensure logi-
cal consistency in a model, some logical rules should be defined and then the validity of those rules 
must be verified in the model. For example a sensor node for monitoring the traffic in a city could not 
be placed on the top private property or area with a height lower than a predefined threshold. Another 
example could be poles in the city, which are supposed to be used for installing sensors. If they stand at 
the right side of the street but they are represented at the left side in 3D city model, our model is not 
consistent with the reality and optimization with this model would have a significant impact on the 
coverage. The maximum distance of coverage and communication between sensors should also respect 
logical rules when we try to place sensors in the environment. 

In addition to the importance of accurate geometrical and topological representations of spatial infor-
mation in 3D city models, semantic accuracy of spatial features is also essential for efficient optimiza-
tion of a sensor network. Semantic accuracy deals with precise definitions of spatial, temporal, and 
thematic properties of each feature represented in 3D city models. Spatial features such as buildings, 
streets, poles, transportation objects, water bodies, and vegetation area must be accurately identified, 
classified and specified in the models. Thematic information must be semantically rich enough to allow 
consideration of all possible restrictions in the optimization process of sensor deployment in a given 
urban area. 

Another important spatial data quality criterion that may have a significant impact on the coverage es-
timation of a sensor network is the completeness of spatial information in a 3D city model. As men-
tioned in the previous section, completeness of data may have different implications in a 3D city model 
including omissions, commissions and levels of detail (LOD) in the representation of an urban area. 
Open Geospatial Consortium (OGC) has adopted City Geography Markup Language (CityGML) as a 
standard for representation of 3D city models (OGC 2008). CityGML introduces five levels of detail to 
support multi-scale modeling of an urban area. In a 3D city model, the same object may be represented 
in different LOD simultaneously, enabling the analysis and visualisation of the same object with regard 
to different degrees of resolution. Hence, spatial representation of an object may have some details in 
one level that can disappear in another level of detail. The roughest level, LOD0, is a two and a half 
dimension DTM and may be used for regional and landscape applications. LOD1 is the blocks model 
in the city or region, which represents buildings with flat roofs. In LOD2, roof structures in buildings 
are differentiated and vegetation objects may also be shown. City districts may be represented in 
LOD2. LOD3 contains architectural elements of buildings with detailed walls, roofs and balconies. 

A	  

B	   C	  
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Other urban structures such as detailed vegetation and transportation objects may appear in LOD3. 
LOD4 is a higher resolution representation of LOD3 with information on interior structures of 3D ob-
jects. Figure 6 depicts the five levels of detail in an urban area.	  
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Fig.	  6.	  The	  five	  Levels	  of	  Detail	  in	  3D	  city	  models	  (LOD)	  according	  to	  the	  Open	  Geospatial	  Consortium	  (Gröger	  et	  al.	  
2012)	  

 

In a sensor network deployment, the presence of some details directly affects the line-of-sight meas-
urements and makes a specific target visible or obscured. For example, consider a building with balco-
nies which has been represented in LOD1. Consider also that there is a sensor placed on the top of such 
a building. As shown in Fig. 7, the omission of the balconies in the 3D representation of the building 
will result in a complete coverage area compared to the case where the balconies are present in the 3D 
representation of the building. 

	  

Fig.	  7.	  The	  impact	  of	  completeness	  on	  the	  line-‐of-‐sight;	  Point	  B	  is	  visible	  but	  point	  A	  is	  invisible	  because	  of	  the	  presence	  
of	  balconies	  in	  the	  building	  representation	  

Another important issue that has a significant impact on the sensor network optimization is the type of 
spatial representation of the real world. Vector and raster models are two fundamental representation 
methods of the reality. Vector representations of the reality are often more accurate for spatial features 
with well-defined limits such as in buildings and streets (Fig. 8). However, most of the optimization al-
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gorithms are conceived based on raster representation of the environment since using raster models is 
less complex than vector models. In addition to the accuracy of representation of 3D objects, sensors 
could be more accurately positioned in vector maps. Indeed, an accurate determination of sensor posi-
tions in a raster representation of the space is more difficult. In addition, we need a very high resolution 
for 2D or 3D representation of the space in order to achieve the required precision. We think vector 
representation of the space such as in 3D city models will help to more precisely estimate spatial cov-
erage of a sensor network, because visibility could be estimated more accurately in vector data. How-
ever, in our knowledge development of optimization algorithms for sensor networks using vector data 
models are poorly investigated, and more research work is needed in the field. 

 

  

Fig.	  8.	  Raster	  versus	  vector	  representation	  of	  limits	  of	  a	  building;	  visibility	  and	  line-‐of-‐sigh	  can	  be	  computed	  more	  accu-‐
rately	  using	  vector	  model.	  

5-‐ Experimentation	  and	  Results	  

As discussed in the previous section, the quality of 3D city models can be evaluated based on different 
criteria. In this section, we will carry out different experiments in order to show the impact of the map 
resolution and sensor configuration of a 3D model in the estimation of spatial coverage of a sensor 
network. For this purpose, we have prepared 5 maps with different resolutions from the same area. Our 
goal is to investigate the impact of the positional accuracy and completeness of the dataset on the spa-
tial coverage of a sensor network that will be introduced to the optimization algorithms. Here, the com-
pleteness implies the presence of some details in higher resolution maps that are omitted in the maps 
with lower resolution as discussed in previous sections. The resolution variation is from 500 cm (low 
resolution) to 50 cm (high resolution) and a map with 10 cm resolution is considered as the ground 
truth dataset to validate the results. The maps dimension is 180 m by 170 m from an urban area in old 
Quebec City, Canada. Fig. 9 depicts the 3D model of the study area. 
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Fig.	  9.	  Sensor	  locations	  in	  a	  3D	  city	  model,	  red	  points	  show	  the	  assumptive	  positions	  of	  8	  sensors	  in	  the	  environment	  
and	  the	  circles	  depict	  their	  sensing	  area	  

This experiment consists of deploying eight sensors inside the study area, in order to obtain the best 
possible coverage by means of an optimization algorithm. It has been supposed that each sensor has a 
35 meters sensing range, positioned one meter height above the surface and has the ability to rotate 360 
degrees horizontally and ±90 degrees vertically at its position.  

As discussed in Section 2, two different types of optimization algorithms have been used for sensor 
network deployment: global and local approaches. In order to compare the sensitivity of the proposed 
optimization algorithms to the input dataset quality, we have chosen three optimization methods. For 
global approaches we have selected Covariance Matrix Adaptation Evolutionary Strategy (CMA-ES) 
and Simulated Annealing (SA). Among different stochastic optimization methods, these two methods 
were chosen because one (i.e. SA) is an example of simple stochastic methods and the other one (i.e. 
CMA-ES) is an example of more sophisticated methods. Among local methods, enhanced VORonoi-
based algorithm has been chosen in order to consider the geometrical characteristics of the study area. 
For all methods, each sensor placement optimization scheme was run 32 times, from which the average 
of each method was estimated. The initial positions of the sensors were determined randomly for each 
method.  

To assess the sensitivity of the optimization methods with respect to the quality of data set, we have 
conducted several experiments and presented the results in Tables II, III and IV. The experiments were 
carried out as follow:   

1- First, for the purpose of the experiments, five maps with different resolutions from the same 
area were created; 

2- For each map, we have conducted the optimization process using three methods as mentioned 
above; 

3- Then, we have computed the average and best coverage values for each map using each of 
those optimization methods (columns 2 and 3 in Tables II, III, and IV); 

4- Next, the best sensor configuration is selected for each map based on best coverage; 
5- Finally, for each best sensor configuration, the best and average coverage values were com-

puted on the ground truth (columns 4 and 5 in Tables II, III, and IV). 
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It should be mentioned that in order to be able to compare the obtained results from the experiments, 
we applied the same sensing range for all sensors. The sensing area for each sensor was considered to 
be a crisp circle. In addition, the same algorithms were used for the determination of visible and non-
visible pixels and the coverage values for all the optimization methods.  The performance of each 
method has also been evaluated by defining the same function for computing the viewshed inside the 
study area. Table I presents the configurations which have been used for the experiments. 

 

Table	  I:	  Initial	  information	  on	  the	  sensor	  network	  used	  in	  our	  experimentation.	  

Method	   Num.	  of	  Sensors	   Sensing	  range	  (m)	   Num.	  of	  runs	   Max.	  iteration	  
CMA-‐ES	   8	   35	   32	   300	  

SA	   8	   35	   32	   4200	  
VOR	   8	   35	   32	   200	  

 

The results for CMA-ES have been reported in Table II, SA in Table III and, enhanced VORonoi-based 
in Table IV. 

Table	  II:	  Results	  obtained	  from	  the	  CMA-‐ES	  method.	  

Resolu-‐
tion	  (cm)	  

Avg.	  cover-‐
age	  (%)	  

Best	  cov-‐
erage	  (%)	  

Best	  coverage	  
over	  10cm	  resolu-‐

tion	  (%)	  

Average	  coverage	  
over	  10cm	  resolu-‐

tion	  (%)	  
500	   52.50	   52.96	   44.79	   45.09	  
300	   52.78	   53.79	   46.62	   47.75	  
200	   49.09	   51.33	   43.85	   46.34	  
100	   50.75	   52.77	   41.27	   46.50	  
50	   50.75	   52.72	   52.50	   47.85	  

	  

Table	  III:	  Results	  obtained	  from	  the	  SA	  method.	  

Resolu-‐
tion	  (cm)	  

Avg.	  cover-‐
age	  (%)	  

Best	  cov-‐
erage	  (%)	  

Best	  coverage	  
over	  10cm	  resolu-‐

tion	  (%)	  

Average	  coverage	  
over	  10cm	  resolu-‐

tion	  (%)	  
500	   45.50	   51.73	   47.40	   40.06	  
300	   45.16	   49.98	   46.10	   40.97	  
200	   42.59	   48.95	   49.09	   41.28	  
100	   45.75	   48.07	   42.33	   41.85	  
50	   44.97	   47.55	   47.12	   43.35	  

	  

Table	  IV:	  Results	  obtained	  from	  the	  enhanced	  VORonoi-‐based	  method.	  

Resolu-‐
tion	  (cm)	  

Avg.	  cover-‐
age	  (%)	  

Best	  cov-‐
erage	  (%)	  

Best	  coverage	  
over	  10cm	  resolu-‐

tion	  (%)	  

Average	  coverage	  
over	  10cm	  resolu-‐

tion	  (%)	  
500	   45.55	   47.19	   43.14	   42.21	  
300	   47.83	   51.07	   45.87	   45.37	  
200	   40.06	   43.82	   42.43	   40.51	  
100	   44.38	   45.77	   44.25	   42.83	  
50	   46.59	   48.16	   45.64	   44.32	  
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The goal of the comparison between the three algorithms is not to determine which algorithm outper-
forms the other methods; our objective in this investigation is to discover the sensitivity of optimization 
algorithms to the quality of input datasets. Results presented in Fig. 10 show that all three methods 
have good stability regarding the inaccuracy of the input dataset (between 5 meters to 50 centimeters 
resolution). CMA-ES gives better coverage in all resolutions while SA and VOR have returned almost 
the same results. We presume that the reason is that CMA-ES is a more sophisticated optimization 
method, which derives a second order model of the objective function while SA is a simple stochastic 
optimization method, which randomly searches for a better solution in the search space. All three 
methods suffer the worst results when the resolution is 200 cm. The reason is related to the shape of 
objects in this study area. Comparing other resolutions, building details and real shapes begin to appear 
in 200 cm resolution, which causes more area to be obscured from sensor visibility. At lower resolu-
tions, optimization algorithms perform better due to the disappearing of obstacles in the datasets. For 
higher resolutions, the scenario is changed; optimization algorithms perform better due to their inherent 
process to find the optimum when the pixel size is smaller. So, in this study area the resolution of 200 
cm could be considered as a critical resolution. 

 

	  

Fig.	  10.	  Comparison	  of	  the	  accuracy	  of	  three	  optimization	  methods	  tested	  regarding	  the	  accuracy	  of	  the	  input	  datasets	  

 

Fig. 11 compares the configuration of sensor positions and related coverage obtained over a map with 
10cm resolution by using three optimization methods. The sensor positions that are obtained from 
CMA-ES give 52.50% coverage over the study area, while sensor configurations obtained from SA and 
VOR methods give 47.12% and 45.64% coverage. The sensors have been positioned in almost the 
same places in all three algorithms with a few differences, which means all algorithms have located 
almost the same places to place sensors with different input data quality.  
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Fig.	  11.	  (a)	  Best	  sensor	  configuration	  over	  a	  map	  with	  10	  cm	  resolution	  from	  CMA-‐ES,	  (b)	  best	  sensor	  configuration	  over	  
a	  map	  with	  10	  cm	  resolution	  from	  SA,	  and	  (c)	  best	  sensor	  configuration	  over	  a	  map	  with	  10	  cm	  resolution	  from	  en-‐

hanced	  VORonoi-‐based.	  

Fig. 12 depicts the sensitivity of optimization methods with respect to the accuracy of input data. To do 
so, we calculated the differences between the averages of coverage for each map and the coverage 
evaluated by applying the best configuration of the sensor positions of all runs obtained from each map 
over the ground truth data.  

	  

Fig.	  12.	  Comparison	  of	  differences	  between	  average	  coverage	  obtained	  from	  different	  optimization	  methods	  over	  dif-‐
ferent	  map	  resolutions	  and	  best	  coverage	  obtained	  from	  different	  algorithms	  and	  map	  resolutions	  over	  ground	  truth	  

dataset.	  

As illustrated in Fig. 12, best coverage evaluated over 10 cm resolution map by using the best sensor 
configuration results has been influenced by the input data quality (resolution). To investigate this im-
pact more accurately, we have compared the average of coverage for each map and the average of cov-
erage evaluated over the ground truth data for all runs. Fig. 13 shows sensitivity of different optimiza-
tion algorithms with respect to the accuracy of input datasets. We can see from the figure that as the 
resolution of the maps becomes higher the difference between the sensitivity of the optimization algo-
rithms becomes smaller. We also observe that there is a peak in all curves at 200 cm resolution for all 
the optimization methods. As discussed earlier, this behaviour is related to the worst coverage in that 
resolution, which does not exist in the evaluated coverage of ground truth data. 

-‐12	  

-‐10	  

-‐8	  

-‐6	  

-‐4	  

-‐2	  

0	  

2	  

4	  

6	  

8	  

500	   300	   200	   100	   50	  

Di
ffe

re
nc
e	  
be

tw
ee
n	  
Av

g.
	  C
ov
.	  a
nd

	  
Be

st
	  C
ov
.	  o

ve
r	  G

ro
un

d	  
Tr
ut
h	  
(%

)	  

ResoluFon	  (cm)	  

CMAES	  

SA	  

VORonoi-‐based	  



17	  

 

Fig.	  13.	  Comparison	  of	  differences	  between	  average	  coverage	  values	  obtained	  from	  original	  maps	  and	  the	  ground	  truth	  
for	  three	  optimization	  methods.	  

Table V and Fig. 14 show the results of the one-way analysis of variance (ANOVA) for three methods 
over maps with different resolutions. The one-way ANOVA is a technique to compare the means of 
samples to test whether those samples in two or more groups are drawn from the same population or 
not. The ANOVA produces a F-statistic, the ratio of the variance calculated among the means to the 
variance within the samples. If the group means are drawn from the same population, the variance be-
tween the group means should be lower than the variance of the samples. A higher ratio, therefore, im-
plies that the samples were drawn from different populations (Hogg and Ledolter 1987). In this study, 
we used ANOVA to determine to what extent our evaluations of coverage over maps with different 
resolutions differ from each other. If we assume that all optimization methods should report the same 
coverage by using different resolution maps from the same study area, the F-statistic value allows us to 
determine to what extent coverage values are similar. In this case study, given that we have 5 groups (5 
maps with different resolutions) and 32 samples per groups (32 runs for each map), the maximum F-
statistics F(x,y), with x=4 (5-1) and y=128 (32×(5-1)) for a probability level of 0.05 which allows us to 
test whether the results have a 95% chance of coming from the same statistical population, would be 
F(4,128)=2.44. So, a greater F-statistic refers to a higher sensitivity to the quality of the input dataset 
and vice versa. Table V indicates that the differences in the F-statistics results obtained by varying the 
resolution is significant for all methods, which confirms the sensitivity of all methods to the quality of 
input datasets. The lowest F-statistic 5.44 in Table V was obtained for SA, which indicates that the av-
erage coverage values from SA have more likely been obtained from the same populations, and there-
fore, SA, is less sensitive. The highest F-statistic is 229.6 for VOR, which is thus more sensitive to the 
quality of input data. The reason is that SA uses small absolute displacement to determine the optimum 
positions, which is not related to the resolution. The box plots of the different map resolutions for each 
method in Fig. 14 indicate that the standard deviations with VOR are lower when compared to CMA-
ES and SA, which indicates that results obtained from VOR algorithm are coherent in each run for the 
same map resolution. The reason is that VOR is a deterministic algorithm that uses the geometric struc-
ture of the environment, which is not changed by changing the initial sensor positions. So, applying the 
algorithm with different initial starting positions for sensors has less impact on the final results. Con-
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versely, SA is a highly stochastic algorithm, which returns the highest standard deviation in the results 
for different runs on the same map resolution. CMA-ES is in-between these two algorithms, being 
more stable than SA, but still gives results with a higher standard deviation than VOR since it is also a 
stochastic optimization algorithm. 

Table	  V:	  F-‐statistic	  results	  from	  one-‐way	  ANOVA	  test.	  

	   ANOVA	  F-‐statistic	  
CMA-‐ES	   23.78	  
SA	   5.44	  
VOR	   229.6	  
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Fig.	  14.	  Box	  plot	  of	  one-‐way	  ANOVA	  test	  for	  different	  map	  resolutions	  for:	  (a)	  CMA-‐ES;	  (b)	  SA;	  (c)	  VOR	  methods	  

6-‐ Conclusions	  

A survey on spatial data quality in 3D city models was conducted in this paper and a list of the most 
relevant elements of data quality for 3D models was proposed. The impact of 3D data quality elements 
on sensor placement has been determined by investigating their impact on the concepts of viewshed 
and line-of-sight. Positional accuracy and completeness were introduced as two important elements in 
sensor network deployment. The concepts of raster and vector data and their accuracies when are used 
as input in sensor network optimization algorithms were discussed. To examine the impact of 3D data 
quality on sensor network placement and calculated coverage, a comparison of the sensitivity between 
three optimization algorithms on the quality of input data was carried out. The algorithms which were 
used in this investigation were some global and local optimization methods with the novelty of integra-
tion of 3D models. The impact of data quality on final coverage and sensitivity of each method was 
studied by using different maps with different quality as input data to the optimization algorithms. Map 
resolutions range from 500 to 50 cm and a map of 10 cm resolution considered as the ground truth data. 

The results show that all methods are slightly stable with different resolution, which indicates that both 
global and local optimization algorithms are less sensitive to the quality of input data and return almost 
the same results. Regarding the algorithm of SA, it is less sensitive when compared to others, however 
the deviation is higher in the final coverage results. VOR has less deviation but it is a little more sensi-
tive to the quality of input data. In terms of final coverage, CMA-ES performed better than the SA and 
enhanced VOR algorithms.  

	  	  	  500	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  300	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  200	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  100	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  50	   	  	  	  500	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  300	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  200	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  100	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  50	   	  	  	  500	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  300	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  200	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  100	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  50	  
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This research is not exhaustive in terms of studying the sensitivity of optimization algorithms with re-
spect to all the data quality criteria. The research is however significant in terms of proposing a meth-
odology for the assessment of the sensitivity of an optimization method with respect to the quality of 
spatial 3D models (ex. 3D city models). Throughout the paper, we have defined and illustrated the im-
pact of some of the 3D data quality elements on the estimation of sensor network coverage. And final-
ly, we have carried out some experimentation three most reliable and used optimization algorithms to 
illustrate more concretely the impact of the quality of 3D city models on the estimation of coverage in 
urban areas. Further investigations are required to define and analyse the impact of the spatial data 
quality for each quality criterion on the estimation of the spatial coverage of a given sensor network.  It 
would be also interesting to carry out new experimentation on the quality assessment of 3D datasets 
with higher LODs for an urban area. 
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