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Abstract – This paper describes the VIP technique,
a Vision tool for comparing Images of People. This tech-
nique compares two human silhouettes and produces a
similarity score between them. VIP was developed in the
context of a surveillance project where one of the objec-
tives is to recognize, in real-time, a person over different
angles. The silhouette comparison must be robust to real-
world situations, in particular to variations in scales,
lighting conditions and human pose. The development
of VIP involved the merging of several content-based im-
age retrieval techniques. Colour and texture descriptors
are used to describe the regions found inside a person’s
silhouette and a region matching scheme associates re-
gions of one silhouette to another. For a recall of 80%,
the average precision was found to be between 76% and
93% for a 870 images database with 16 different people.
These results show the robustness of the system against
scale, angle, and rotation variations in human silhouette
appearance.
Keywords: Similarity Measure, Feature, Descriptor,
Colour, Texture, Region Matching,

1 Introduction
With the recent availability of cheap but powerful com-
puter hardware, one can now envision the emergence of
sophisticated and intelligent surveillance systems inte-
grating a network of loosely-coupled computation nodes,
each connected to a camera. These systems would need
to track a person from non overlapping fields of view in
order to determine whether the cameras observe the same
person.

In this context, the VIP technique was developed to
compare human silhouettes. A human silhouette refers
to the contour of a person in an image and all the infor-
mation contained within. This task is complex because
important changes in the person’s appearance can appear
over different angles. The surveillance context imposes
another requirement, it has to achieve real-time process-
ing. Thus, the developed algorithms must be efficient.

Human silhouette comparison can be adressed by

characterizing a person’s appearance. For VIP, this char-
acterization is conducted as follows. The first step is to
divide ana priori extracted human silhouette into three
parts. These three parts (upper, middle and lower parts)
correspond respectively to the head, to the trunk and arms
and to the legs. Then, each silhouette part is segmented
into significant regions. The JSEG algorithm [4] is used
for this automatic segmentation. The next step is to cal-
culate descriptors of colour and texture for each region.
The colour descriptor is a modified version of the descrip-
tor presented in [5]. The texture descriptor is efficient
and simple, and is based on those described in [10] and
[7]. Then, a similarity measure between two regions is
defined. And finally, to compare the regions inside two
silhouette parts, a region matching scheme is used, in-
volving a modified version of the IRM algorithm [10].
The output is a score between 0 and 1 which indicates
the similarity between the two compared people, where
value 1 corresponds to two identical silhouettes.

The article structure is as follow. Section 2 presents
the context of CBIR systems and techniques. Section 3
describes the VIP technique. Section 4 presents experi-
mental results. Finally Section 5 concludes the paper.

2 Related Work
The Content-Based Image Retrieval (CBIR) domain pro-
poses several systems (such as [1, 8, 10]) and techniques
(for example [3, 5, 7, 9]) to characterize the general ap-
pearance of an image or a region thereof.

In order to understand how a CBIR system works, it
is necessary to consider the following two elements: fea-
tures and descriptors. A feature is characteristic informa-
tion that has a meaning for certain users or certain appli-
cations. The colour of a region in an image or the texture
type such as directionality or repetition, are some exam-
ples. A descriptor is a model which assigns a value (or
value set) for one or more features. A traditional example
is the colour histogram.

A general description of a person’s appearance for
similarity-based retrieval must take into account the com-
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bination of various feature descriptors. The descriptors
most often used in CBIR systems are related to colour
and texture properties.

Colour feature Colour is one of the most important vi-
sual feature. It is immediately perceived when looking at
an image. The minimum structure of a colour description
with a discrete system consists of a colour space defi-
nition, a quantization of the colour space, and a colour
representation.

Texture feature Texture is another powerful discrimi-
nating feature, present almost everywhere in nature. Tex-
ture is a broad term used in pattern recognition to iden-
tify image patches that are characterized by differences
in brightness. The texture of a visual item characterizes
the interrelationship between adjacent pixels.

Similarity and distance To compare two descriptors,
it is necessary to define a similarity (or distance) mea-
sure. The similarity measure defines an interval between
0 and 1, where value 1 corresponds to two identical de-
scriptors. The distance measure returns the value 0 if the
two descriptors are identical and an increasing value if
the two descriptors are different.

2.1 CBIR systems

VIP is inspired by techniques found in two CBIR systems
which have been developed in the past. Herein we present
a general overview of the descriptors and region matching
schemes used in these two systems.

Simplicity This system, developed by Wanget al. [10],
uses semantic classification methods and a wavelet-based
approach for feature extraction. An image is represented
by a set of regions, which are characterized by colour,
texture, shape, and location. The colour features are the
averages in L, U, V components of colour, and the texture
features are the energy of the wavelet coefficients.The
shape features are normalized inertia of order 1 to 3. Sim-
plicity uses IRM (Integrated Region Matching) as a re-
gion matching scheme. One region can be matched to
one or more other regions. This way, the system is more
robust to poor segmentation.

VisualSeek Smith and Chang [8] developed a system
that supports retrieval of images based on colour and tex-
ture features. VisualSeek integrates feature-based image
indexing with spatial query methods. The colour regions
are represented by colour sets. Colour sets, different from
histograms, are binary vectors that correspond to a selec-
tion of colours. The HSV colour model was used and a
fixed quantization into 166 bins is made. The quantiza-
tion gives 18 hues, 3 saturations, 3 values and 4 grays.
Also VisualSeek uses the histogram quadratic distance
metric [6] to compute distance colour between image re-
gions.

3 VIP description
This section presents the VIP technique. The colour and
texture descriptors are described in Subsections 3.1 and
3.2 respectively. The similarity measure between two
regions is presented in Subsection 3.3 and the region
matching scheme is described in Subsection 3.4. The
global similarity measure for comparing human silhou-
ettes is presented in Subsection 3.5.

3.1 Colour descriptor

VIP defines thedominant colour descriptorwhich takes
into account the significant colours of the region. This
descriptor is a version of the one described in [5]. The
descriptor is based on the observation that a small number
of colours is usually sufficient to characterize the colour
information in an image region.

The descriptor presented in [5] uses a perceptual
colour quantization algorithm [3] to obtain a small se-
lection of colours for each region. Due to the high com-
plexity of this clustering algorithm, we prefer to use a
fixed quantification of the HSV space as described in [9],
keeping in mind that VIP is aiming for real-time exe-
cution. HSV allows a colour analysis according to its
more natural components: hue, saturation and bright-
ness. A non-linear non-separable quantizer with 166
bins is used (18 hues× 3 saturations× 3 values + 4
grays = 166 colours). For a HSV colourc = (h, s, v),
h ∈ [0◦, 360◦], s ∈ [0, 1] andv ∈ [0, 1], the correspond-
ing quantized colourq = {0, 1, ..., 165} is obtained as
follow.

q =

 0 if v ≤ 0.1
g(h, s, v) if s < 0.1 andv > 0.1
f(h, s, v) otherwise

(1)

where

g(h, s, v) =

 1 if s < 0.1 and0.1 < v ≤ 0.4
2 if s < 0.1 and0.4 < v ≤ 0.7
3 if s < 0.1 and0.7 < v ≤ 1.0

(2)

andf(h, s, v) divides evenly the remaining HSV space
with 20◦ intervals for hue and0.3 intervals for saturation
and value.

After the quantization step, only a small number of
colours remain. The normalized colour histogram is cal-
culated. The resulting histogram bins are now related to
the percentage of a colour for a region. A threshold is
applied on these percentages to keep only the significant
colours. In this case, a colour is considered dominant if
it covers more than five percent (5%) of the region area.
The descriptorFC is then formed by the dominant pairs
of colour and percentage:

FC = {{ci, pi}, i = 1, ..., N, pi ∈ [0, 1]} (3)
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whereN is the number of dominant colours of the region,
ci its colour andpi its percentage.

To compare twoFC descriptors, the quadratic colour
histogram distance measureD2

h(H1,H2) for histograms
H1 andH2 defined in [6] is used:

D2
h(H1,H2) = (H1 −H2)T A(H1 −H2) (4)

whereA is a matrix of weights that takes into account
the cross correlation between histogram bins. Then, the
distancedc(FC1, FC2) between two descriptorsFC1 =
{{ci, pi}, i = 1, ...,M} and FC2 = {{c′j , qj}, j =
1, ..., N} is (ignoring all the zero entries):

dc(FC1, FC2) =

M∑
i=1

M∑
k=1

ai,kpipk +

N∑
j=1

N∑
l=1

aj,lqjql

−
M∑

i=1

N∑
j=1

2ai,jpiqj (5)

The coefficientsai,j of A represent the similarity be-
tween two colours:

ai,j = 1− di,j/dmax (6)

wheredi,j is the Euclidean distance between coloursi
andj, anddmax is the maximum distance between two
colours. For two colours in HSV space,(hi, si, vi) and
(hj , sj , vj),

di,j = [(vi − vj)2 + (si cos hi − sj cos hj)2 +

(si sinhi − sj sinhj)2]
1
2 (7)

anddmax =
√

5 is obtained by computing two opposing
colours, such as(0◦, 1, 0) and(180◦, 1, 1).

3.2 Texture descriptor

VIP defines a texture descriptor callededge energy de-
scriptor. It is based on the idea for the texture descriptor
in the Simplicity system [10]. This descriptor character-
izes the edge density inside a region according to differ-
ent orientations. The problem of scale is solved with a
normalization of the density by the total number of pix-
els of the region. The idea behind this descriptor is the
fact that intensity variations in a direction strike a human
observer. The main advantage of the descriptor is that it
is simple and fast to compute.

The first step is the conversion of the colour pixels to
grayscale. Then, four edge detectors [7] are applied on
the region. Horizontal (0◦), vertical (90◦) and diagonal
(35◦ and135◦) edges are calculated. The four edge de-
tectors are shown in Figure 1.
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Figure 1:Edge detectors.

For a given orientationθ, the energy of the edges is
calculated as follows:

Eθ =

√√√√ 1
MN

M∑
i=0

N∑
j=0

e2
θ(i,j) (8)

whereeθ(i,j) is an edge pixel at(i, j) in the region and
MN is the number of edge pixels in that region.

The edge energies form the descriptorFT :

FT = {{Eθ}, θ = 0◦, 45◦, 90◦, 135◦}. (9)

To compare twoedge energy descriptors, a distance
measure is defined. The distanceDt(FT1, FT2) between
two descriptorsFT1 = {{Eθ}, θ = 0◦, 45◦, 90◦, 135◦}
andFT2 = {{E′

θ}, θ = 0◦, 45◦, 90◦, 135◦} is:

Dt(FT1, FT2) =
∑

θ

(Eθ − E′
θ+φ)2 (10)

whereφ represents the correspondence between the en-
ergies ofFT1 andFT2. This way, the distance becomes
relatively invariant to the rotation of the region in the im-
age.

The angleφ is calculated as the difference between
orientationθ1 of greatest energy ofFT1 and orientation
θ2 of greatest energy ofFT2. Thus, the two strongest
orientations are compared together and the other orienta-
tions are compared according to rotation. For example,
let θ1 = 90◦ andθ2 = 45◦ be the orientations, respec-
tively, for the greatest energy of region 1 and 2. Then,
φ = 45◦ − 90◦ = −45◦. Therefore,E90◦ is compared
with E′

45◦ , E135◦ with E′
90◦ and so on. Note that, to be

consistent in (10),180◦ is added toφ if (θ+φ) < 0◦, and
180◦ is removed if(θ + φ) > 135◦.

3.3 Similarity measure

The similarity measure between two regions combines
the colour and texture descriptors. First, two region
sets,A = {a1, a2, ..., am} and B = {b1, b2, ..., bn},
are defined. For a short notation, the similarity be-
tween regionsai andbj for the colour descriptor is noted
sc(ai, bj) = sc(FCai

, FCbj
) and for the texture descrip-

tor,st(ai, bj) = st(FTai
, FTbj

). The similaritys(ai, bj)
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Figure 2: Example that shows two segmentations of the
shirt of the same person in two different poses. The result
is a one-region shirt (A) for the first image and a two-
region shirt (B+C) for the second.

between two regions is the weighted sum of the two de-
scriptor similarities:

s(ai, bj) = α · sc(ai, bj) + (1− α) · st(ai, bj) (11)

where theα parameter represents the relative importance
of the two descriptors. The use of this parameter will be
discussed later.

The colour similaritysc and the texture similarityst

are computed directly from distancesdc anddt (earlier
defined in Subsections 3.1 and 3.2) as used in [1]:

sc(ai, bj) = exp(−dc(ai, bj)/σc) (12)

st(ai, bj) = exp(−dt(ai, bj)/σt) (13)

whereσc andσt are the standard deviations of the dis-
tances computed over all of the database regions. Colour
and texture similarities must be normalized prior to com-
puting the weighted sum in (11).

3.4 Region matching scheme

The region matching scheme used in VIP is a modified
version of the IRM (Integrated Region Matching) algo-
rithm [10] which uses a similarity measure instead of
distance (see previous Subsection 3.3). The advantage
of IRM is the robustness against region segmentation re-
sults. Figure 2 illustrates this advantage. A region of a set
can be matched with one or more regions of another set.
For the global similarity, IRM integrates the properties of
all the regions of the two sets.

The IRM algorithm is simple and works as follows.
The global similarityS(A,B) between two sets of re-
gions A and B is the weighted sum of the similarities
s(ai, bj), i = 1, ...,m andj = 1, ..., n between their re-
gions:

S(A,B) =
∑
i,j

w(ai, bj) · s(ai, bj) (14)

wherew(ai, bj) is the weight between regionai andbj .

The first step is to calculate all of the similarities
s(ai, bj) as in (11). The principle of matching is to al-
ways match the most similar region pair first. Therefore,
the similarities are sorted in decreasing order. In this
manner, the first value of similarity corresponds to the
best match between a region ofA and a region ofB. The
second value corresponds to the second best match and
so on.

The next step is the comparison of region areas. For
each similaritys(ai, bj) in decreasing order, percentage
areas of regionsai and bj , over the total area of their
corresponding region set, are compared. The weight
w(ai, bj) is set to the smallest percentage area between
regionai andbj . The weightw(ai, bj) represents the per-
centage of the two region setsA andB associated with
the similaritys(ai, bj).

Then, the percentage area of the largest region is up-
dated by removing the percentage area of the smallest re-
gion so that it can be matched again. The smallest region
will not be matched anymore with any other region. If
two regions have the same percentage area, the weight
is set to this percentage area, and the two regions are
matched and removed from the process.

The process continues in decreasing order for all of
the similaritiess(ai, bj). At each step, the largest area
is updated. The global similarityS(A,B) is the sum of
all of the weightsw(ai, bj) and similaritiess(ai, bj) as in
(14).

3.5 Human similarity measure

Having defined the similarity for two region sets, the
global similarity between two silhouettes must now be
defined. VIP considers three body parts in a silhouette:
the first for the head, the second for the trunk and arms,
and the last for the legs. Each part is a region set. To com-
pute the global similarity between two silhouettes, VIP
compares each of the three body parts. LetSH , ST , and
SL be the similarities respectively between upper (head),
middle (trunk and arms) and lower parts (legs). Thus, the
global similarityS(PA, PB) between two human silhou-
ettesPA andPB is the weighting sum between parts:

S(PA, PB) = 0.2 · SH + 0.5 · ST + 0.3 · SL (15)

where the weights are chosen according to the average
area of the parts over a normal human body.

4 Experiments
To evaluate VIP, images were acquired as follows. Fig-
ure 3 shows the sixteen actors (sixteen different people),
known as PID 01 to PID 16. No clothing constraint
was imposed; the people were accepted for the video se-
quences with the clothes they were wearing at the time of
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Figure 3:The sixteen humans for video sequence acqui-
sitions. The video sequences are taken by three cameras
adjusted to different apertures to simulate three lighting
conditions. The walk of each person in the scene al-
lows retrieval of several silhouettes at different scales and
poses.

acquisition. Video sequences were taken by three cam-
eras with the same view angle. The camera’s apertures
were adjusted to obtain three distinct levels of intensity,
as illustrated in Figure 4. Three video sequences (one by
each camera) is taken for each person. Each person fol-
lows a similar path, walking through the scene in many
directions, to enable the retrieval of images of the same
person at different scales and angles (see Figure 5).

For image selection, a video frame of the sequence is
conserved at every 25 frames. Then, only images with
a complete silhouette are kept. Images obtained by the
first camera form the first databaseDB1. The second
image databaseDB2 is formed with images taken by the
second camera, and the third databaseDB3 is composed
of images taken by the third camera. Table 1 shows the
number of images for each person and each database.

Silhouettes are extracted automatically by a simple

Figure 4: Images that illustrated the three simulated in-
tensity levels for video sequence acquisitions.

Figure 5:Images that illustrated different scales and hu-
man poses.

background subtraction algorithm [11]. To facilitate this
process, the scene is delimited by three white curtains.
A low-complexity scene is justified because the silhou-
ette extraction is not a part of VIP which objective is to
compare human silhouettes, not to perform silhouette ex-
traction.

Then, each extracted silhouette is divided into three
parts: the upper part for the head, the middle part for
the trunk and the arms, and the lower part for the legs.
Currently, these three body parts are determined with a
simple algorithm which assumes that people are standing.
The upper part of the silhouette (head) refers to the up-
per15% of the silhouette’s height. The lower part (legs)
refers to the lower35% of the silhouette’s height. The
middle part (trunk and arms), corresponds to the remain-
ing area of the silhouette.

Finally, the last initialization step is the segmentation
of the three parts into regions. An automatic segmen-
tation according to colour and texture is carried out us-
ing the JSEG [4] algorithm. Computation of colour and
texture descriptors is performed for each region. The
databases are now ready to perform evaluation of the
technique.
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PID 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 Total

DB1 12 19 18 19 17 16 20 20 20 17 19 16 20 21 16 20 290
DB2 18 19 21 19 16 18 21 19 21 16 18 16 20 21 15 22 300
DB3 17 19 20 17 14 16 19 19 20 15 15 14 21 19 15 20 280
Total 47 57 59 55 47 50 60 58 61 48 52 46 61 61 46 62 870

Table 1:Number of images for each person in the three databases.DB1 regroups images taken by the first camera,
DB2, those taken by the second camera andDB3, those taken by the third camera. The intensity level degrades from
DB1 to DB3.

4.1 Results

The query-by-example model was used in the experi-
ments. A person is selected (the query) and VIP is used
to compute similarities between the query and all other
silhouettes in the selected database. For all experiments,
theα parameter is set to70% to devote more importance
to the colour information. An interface shows images of
people corresponding to similarity results ranking in de-
creasing order. As expected, the first rank is always oc-
cupied by the query. Two examples are shown in Figures
8 and 9. Note that the interface normalizes the silhouettes
to display them in one size vignettes.

The quantitative measure used for evaluating perfor-
mance for the experiments is the well known recall-
precision measure issued from information retrieval [2].
The goal is to achieve a precision of 100% from a re-
call of 100%, but in practice this is not always possible
for large databases. In general, higher precision leads to
lower recall and vice versa.

To evaluate VIP results objectively, for an image
query, the precision is computed from different recall val-
ues (10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90%
and100%). A recall of 100% indicates that all images
of a person are to be retrieved. As mentioned before, all
images of the database are sorted in decreasing order of
similarity. Then, the precision can be defined as a func-
tion of the recall as follows:

P =
R×N(q)

N0
(16)

whereN(q) is the total number of images of a query per-
sonq andN0 is the total number of images needed to find
[R × N(q)] images of that query personq. A precision
of 100% indicates that the first[R ×N(q)] results in the
ranked list do not contain images of any other people.

For example, let person PID 07 ofDB1 be the query.
VIP computes all similarities between the query and each
of the 290 images inDB1 and sorts them in decreasing
order. PID 07 has 20 images in the database. A recall
value of 100% corresponds to retrieving all 20 images
of PID 07. If 25 images are necessary to obtain the re-
call value, which means that five false detections were
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Figure 6: Overall performance of VIP for the three
databases. Theprecision vs recallcurves are mean
curves computed for all people.

observed, thus the precision is20/25 = 80%.
So, the resulting precision for one image query is in-

teresting, but to analyse the behaviour of the technique
for a distinct person, it is better to compute the meanpre-
cision vs recallcurve for results of each image of that
person. This way, the resulting curve can show the per-
formance of VIP for a particular person. Then, a curve
is obtained for each person in the database. Finally, the
average curve of all individual curves demonstrates the
overall performance of VIP for the database. This way,
the fact that the precision can be negatively affected due
to the ranking of one image is attenuated.

Having defined the tools to evaluate the performance,
the technique’s performance itself will now be exam-
ined. Figure 6 shows the results obtained with the three
databases individually and for a mixture ofDB1 and
DB2 (two different intensities). VIP performs well with
DB1 andDB2 individually with precisions of91% and
93% for a recall of 80%. These results demonstrate
the ability of VIP for comparing silhouettes of different
scales and poses. The performance degrades withDB3

with a precision of80% for a recall of70%. The explica-
tion is probably the too low level of image intensity. The
results obtained for the combination ofDB1 andDB2
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Figure 7:Theprecision vs recallcurves for PID 01 and
PID 09 compared toDB1 mean curve. PID 01 and PID
09 have similar clothes with respect to colour and texture.

show that VIP was not robust enough, for the moment,
to compare images with different intensities. The curve
drops to a precision around50% for a recall value of60%.

Figure 7 shows the results for PID 01 and 09 with
DB1 (see Figure 3). The distance of these two curves
with the average curve ofDB1 can be explained as fol-
lows. Images of PID 01 and PID 09 are composed of
similar colours and region areas. Since VIP takes in ac-
count the colour and texture of regions found inside the
silhouette and not the form, this is why the technique has
considered PID 01 and PID 09 to be the same person.

5 Conclusions and Future Work

In this paper, the VIP technique was presented. VIP uses
colour and texture features to compare two human sil-
houettes. A modified version of thedominant colour
descriptordefined in [5] is used. This descriptor takes
into account the significant colours of a region. VIP de-
fines a texture descriptor callededge energy descriptor.
This descriptor characterizes the edge density inside a re-
gion according to different orientations. To compare two
sets of regions, a modified version of the region matching
scheme IRM [10] is used.

The results presented show the accuracy of the sys-
tem for the comparison of people. The precision from
different recall values is used to illustrate the results. The
first experiment on three databases of about 300 images
of people shows the potential of VIP. The databases were
composed of images of varying scales, lighting condi-
tions and human pose. In the future, experiments will be
performed on a larger database with more people wearing
a greater variety of clothes.
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Figure 8:Interface that shows results for PID 01 query of DB1 with parameterα = 0.70 (silhouettes are normalized).

Figure 9:Interface that shows results for PID 10 query of DB1 with parameterα = 0.70 (silhouettes are normalized).


