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Abstract

This paper describes a new hybrid architecture for an ar-
tificial neural network classifier that enables incremental
learning. The learning algorithm of the proposed architec-
ture detects the occurrence of unknown data and automati-
cally adapts the structure of the network to learn these new
data, without degrading previous knowledge. The architec-
ture combines an unsupervised self-organizing map with a
supervised Perceptron network to form the Self-Organizing
Perceptron network (SOP).

1 Introduction

Neural network training may be passive, active or incremen-
tal. Passive learning is a one shot process where training is
conducted on all available data. In contrast, an active strat-
egy allows some form of interaction between learner and
teacher. For example, an active process can concentrate on
specific regions of the input domain. Incremental learning
differs from passive and active learning in that it does not
assume that all input data are available a priori. The main
reasons for wanting active and incremental learning in neu-
ral networks are: 1) to allow training by parts on huge data
sets, 2) to enable learning of new knowledge, 3) to adapt
to knowledge evolution, and 4) to reinforce current knowl-
edge. In order to achieve incremental learning, however, it
appears necessary that the number of free parameters in the
network be allowed to change over time, which translates to
adding both new neurons and new connections in order to
build constructive neural networks [1, 2, 3, 4, 5].

The constructive architecture proposed in this paper
combines a self-organizing neural network linked with a
multi-layered feed-forward network. The idea is to take ad-
vantage of the modeling abilities of the self-organizing net-
work for clustering the feed-forward network into special-
ized groups of neurons. This neural architecture can learn
basic knowledge using an initial passive training, and sub-

sequently, it can adapt its knowledge to learn new input data
with an incremental learning strategy. The proposed strat-
egy is based on local vigilance data used to model previous
knowledge.

The rest of this paper is organized as follows. Section 2 first
reviews the motivation behind incremental learning. Section
3 presents the proposed hybrid neural network architecture
and describes its passive learning algorithm. Section 4 next
defines the incremental learning strategy of this architecture.
Finally, Section 5 shows some experimental results that con-
firm its efficiency.

2 Motivation

Multilayer Perceptrons (MLP) have been in used for many
years for solving pattern classification problems, and have
proven to perform well in the context of passive learning.
However, the MLP have many defects that are well known
and documented. For example, they are almost useless in
the context of incremental learning since they tend to for-
get very quickly what they have learned previously when
presented with new data. This is the so-called moving tar-
get problem: since neurons on a layer do not communicate
with one another, each neuron decides independently which
part of the classification problem it will tackle [1]. Another
drawback of the MLP is its inability to draw closed sepa-
ration surfaces in the input space. That unsuitable behavior
has been mathematically proven by M. Gori and F. Scarselli
[6], who conclude as a direct consequence that the MLP is
definitively inadequate for application of pattern recognition
requiring a reliable rejection criteria.

To overcome both the moving target problem and the
open separation surfaces problem, a conceivable solution
could be to specialize each hidden neuron by restricting
them to act only within a localized region (a cluster) of the
input space. Radial basis functions (RBF) networks [7, 8]
were derived from that idea. Because of their local learn-
ing properties, the RBF-like networks seems a priori to be
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Figure 1:SOP network architecture.

better adapted than the MLP structure to achieve incremen-
tal learning. However, they also have significant defects
which make them less attractive. In particular, the RBF-
like networks usually require a very large number of neu-
rons in order to learn a smooth transformation between the
input-output space [9], and more training data are required
to achieve similar precision to that of the MLP network [10].
In addition, the original RBF structure is not constructive,
that is, the number of neurons is fixed over time and can not
be increased (or reduced) during the training phase. Several
authors [2, 11, 12] have proposed constructive extension to
RBF networks. However, incremental learning possibilities
are also limited for those networks since they usually con-
sider that all input data are available a priori. Other construc-
tive architectures also exist, such as the family of the ART
networks [5], but within our current framework, we focused
on feedforward architectures.

In conclusion, since the most currently used feedforward
neural architecture are unusable for incremental learning, it
appeared necessary to us to design a new network architec-
ture specially adapted for incremental learning. This net-
work is presented in the following sections.

3 Self-Organizing Perceptron (SOP)

The basic idea behind the Self-Organizing Perceptron is to
take advantage of the modeling abilities of an already trained
unsupervised Self-Organizing Neural Network (SONN; see
Section 3.1) to cluster a multilayer Perceptron network into
specialized groups of neurons. In contrast with RBF-like
networks, where the outputs of the unsupervised network
serve as the inputs of a classifying algorithm, the SOP net-
work rather uses the self-organizing network outputs to bal-
ance the activation signals for the output layer of a Percep-
tron network. Indeed, as shown in Figure 1, each neuron
c1; c2; : : : ; cq of a SONN is linked with a specific neuron lo-

cated on the last hidden layer of a Perceptron network. The
clusterisation is achieved through the computation for each
neuron of the SONN of a selection factorpci , i = 1; 2; : : : ; q
which balances in regard to an input exemplar� 2 IRn the
output of theith hidden neuron of the Perceptron. Given
an input datum�, its selection factorpci(�) for neuronci is
computed as:

pci(�) = exp

�
�
jj!i � �jj2

�2i

�
; (1)

where!i 2 IRn is the position of neuronci in the input
space,�i 2 R+ is a parameter which controls the sphere
of influence for neuronci, andjj � jj denotes the Euclidean
vectorial norm. The resulting selection factors are then used
to balance the activation signalaj , of thej th output neuron
in the MLP:

aj =

qX
i=1

pci wji si; (2)

wheresi is the output signal provided by theith hidden neu-
ron of the MLP andwji is the synaptic weight between that
hidden neuron and thej th output neuron.

The SOP network can be passively trained with an hybrid
learning process. First, an unsupervised learning algorithm
is used to determine the position and the sphere of influence
of the self-organized neurons. A supervised learning algo-
rithm such as the classic backpropagation algorithm then
serves to adapt the different synaptic weights of the Percep-
tron network. Note that the backpropagation equations are
slightly modified to take into account the influence of the
selection factors.

Both equations (1) and (2) ensure that input data located near
each other in the input vector space will tend to activate the
same group of neurons in the MLP during the supervised
training of the SOP network. In contrast with standard back-
propagation training, the use of selection factors to control
network outputs allows to freeze the weight adjustments for
inactive parts of the MLP. It is that feature that leads to a
possible incremental learning for the SOP network.

3.1 Choice of the self-organizing network

Basically, the goal of the unsupervised self-organizing
network for the SOP network is to generate a map-
ping from an original high-dimensional input space to a
lower-dimensional topological structure which preserves the
neighborhood relations contained in the input data. That
mapping requires that:

� Data near each other in the input space should be as-
signed to neighboring neurons in the topological struc-
ture.
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� Dense regions of the input space should be assigned to
more neurons.

Kohonen’s Self-Organizing Map (SOM) [13], Fritzke’s
Growing Cell Structures (GCS) [2], and Fritzke’s Grow-
ing Neural Gas Network (GNG) [14] are three popular self-
organized networks using a similar learning algorithm, but
having a very different structure. The SOM uses a fixed
rectangular topological map which is user-defined at the be-
ginning of the learning process. In contrast, the GCS is a
constructive network formed of a set ofk-dimensional hy-
pertetrahedrons1 which grows over time. The GNG network
is also a constructive network, but in contrast with the SOM
and the GCS networks, it imposes no explicit constraints on
the organization of the neuron map. Rather, a competitive
Hebbian learning rule is defined to continuously updated the
map. Each neuronc 2 C of a SOM, a GCS, or a GNG is
fully connected by a weight vector!c 2 IRn to each input
vector� 2 IRn.

In regard to their learning process, the three networks use
the same basic principle which states that at each iteration,
an input datum attracts toward him the best-matching neuron
b 2 C and its set of topological neighborsNb � C. At each
iteration, the updated weight vectors!new

c are computed as
follows:

!new
c = !old

c + �c(� � !old
c ) (3)

where�c is an adaptation strength function such that:

�c =

8<
:

�b if c = b
�n if c 2 Nb

0 otherwise (i.e.c =2 Nb [ fbg)
(4)

and�b, and�n are two adaptation strength factors. In Ko-
honen’s algorithm, both�b and�n decrease over time while
they are kept constant in Fritzke’s algorithms. The growth
process of the GCS and of the GNG consists in the insertion
of a new neuron each time a constant number� of adapta-
tion steps are completed using Equation (3) (see [2] et [14]
for details).

The simulation results illustrate in Figures 2b-d show that
the GNG achieves for the uniform data of Figure 2a a better
mapping than the SOM and the GCS. Indeed, all the GNG
neurons (represented by small dots and linked to their im-
mediate neighbors with edges) are located in the input space
near regions of intense activities, whereas for the SOM and
the GCS, their structural constraints have likely had a nega-
tive effect over their mapping. In practice, the GNG network
has proven to perform better then the SOM and the GCS net-
works according to different criteria, and thus appears to be
a good candidate for the unsupervised part of the SOP net-
work.

1A k-dimensional hypertetrahedron containsk + 1 neurons with(k +

1)k=2 edges connecting each cell to all others. Note thatk = 1 forms a
line andk = 2 forms a triangle.

a) b)

c) d)

Figure 2: a) Simulated uniform data and their resulting
modeling by b) a SOM , c) a GSC, and d) a GNG. The three
final networks are composed of 100 neurons.

When embedded into a hybrid SOP network, a natural esti-
mation for the sphere of influence parameter�c of a neuron
c is its mean arc length, that is, the mean distance between
its set of neighbors.

4 Incremental learning procedure

Since each neuron of the SOP network is restricted to act
only within a localized region of the input space, it is pos-
sible to incrementally train the SOP using new data with-
out disturbing previous knowledge. However, the immedi-
ate neighborhood of a new datum in the input space must be
considered very carefully in order to preserve its acquired
knowledge in that region. This is why a small set of local
vigilance data is defined for each self-organized neuron of
the SOP network.

Let us consider the setC = fc1; c2; : : : ; cqg of q self-
organized neurons of an already passively trained SOP net-
work, and let set� = f�1; �2; : : : ; �ng denote the data
used for this initial passive training. Then, set� =

f�1;�2; : : : ;�qg denotes a partition of� such that:

�j=f�i 2 � j pcj (�i) = max
c2C

pc(�i)g; j = 1; 2; : : : ; q; (5)

where the selection factorspc(�) are computed according to
Equation (1).
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For each neuroncj 2 C, a set of local vigilance data
�
0

j � �j is randomly constructed such thatj�0

j j � k. Usu-
ally, k is chosen such thatk << n=q. Because the GNG
network (or any other self-organizing map) preserves the
topological structure of the input space, it is assumed that
each neuron attracts toward him approximatively the same
number of training data, and thus it is justified to use a fixed
number ofk data into each vigilance set�0

j .

An incremental learning step for the SOP network is defined
as follows:

1. Choose a new datum� 2 IRn and find its best matching
neuronb 2 C.

2. Locate the setC 0 of neighboring neurons for� such
that:

C 0
= fci 2 C j jj� � !ci jj � � � �ig; (6)

where parameter� balances the sphere of influence of
each neuron2.

3. Try to train the SOP using� [
� S
cj2C0

�
0

j

�
.

4. If training is successful, go back to step 1, else modify
the GNG structure:

(a) If 9 cj 2 C 0 such thatcj is a newly inserted
neuron3 and jj� � !cj jj � �cj , then neuroncj
is adapted and!new

j = !old
j + �(��!old

j ), where� is
an adaptation strength parameter (see Figure 3a).

(b) Else, insert either one or two new neurons in the
existing SOP structure4. If jj��!bjj � �b, create
neuroncq+1 with !q+1 = � and link it to neuron
b (see Figure 3b). Else, create neuronscq+1 and
cq+2 with !q+1 = � and!q+2 = !b + �(� � !b)

and link them together (see Figure 3c).

5. Retrain the SOP using� [
� S
cj2C0

�
0

j

�
.

6. Go back to step 1.

During an incremental learning step, the local vigilance data
sets mainly serve to ensure that the training of new data does
not alter inadvertency the existing knowledge. Indeed, for
step 3 and 5, errors for the vigilance data are backpropagated
only if necessary, that is, the vigilance data are trained only
if the new datum interferes with them. In step 4(b), neurons
are added in such a way that they do not disturb the existing
structure.

2For example, if� = 1:5, only those neurons having a selection factor

pc(�) � e�(1:5)2 � 0:1 are considered (see Equation (1)).
3New neurons are those inserted during an incremental learning step.
4Note that any new neuron added to the GNG network must be linked

to a new hidden neuron in the Perceptron network.

*

*
*

a) b) c)

Figure 3:Three possible cases for adapting the SOP struc-
ture. a) An existing neuron is moved toward the new datum.
b) A new neuron is inserted and linked to the previous struc-
ture. c) Two new disjoint neurons are added.
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c) d)

Figure 4: Three classes problem. In a), the first group of
data and the resulting GNG network after passive training
are shown b) the resulting decision frontiers. In c), the sec-
ond group of data and the modified GNG network after in-
cremental learning are shown with d) the updated decision
frontiers.

5 Experiments and results

The general behavior of the proposed incremental strategy
is now illustrated with simulation results on 2D data. In Fig-
ure 4a), a passive training of a SOP network has reached
stability for a first group of data formed by two classes rep-
resented by “0” and “1”. The position of each neuron of the
SOP in the input space is indicated by a small dot linked
by edges to its immediate neighbors. The resulting decision
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Figure 5: Five classes problem. In a), the first group of
data and the resulting GNG network after passive training
are shown with in b) the resulting decision frontiers. In c),
the second group of data and the modified GNG network
after incremental learning are shown with in d) the updated
decision frontiers.

frontiers is shown in Figure 4b). In Figure 4c), new data
from class “0” are presented together with data from a new
class “2” for incremental learning. As expected, the SOP
network has correctly learned these new data by adapting
its structure, and the new decision frontiers are updated as
shown in Figure 4d). Figure 5 and Figure 6 give other results
for various sets of 2D data that demonstrate the robustness
of the incremental learning strategy.

For these experiments, the simulation parameters for the in-
cremental learning strategy werek = 0:1 � n=q, � = 1:5
and� = 0:5. Other parameter values5 for the initial unsu-
pervised learning of the GNG were� = 100, �b = 0:2 and
�n = 0:006 (see Section 3.1).

6 Conclusion

This paper has presented an hybrid architecture combining
a self-organizing map with a multilayer Perceptron to form
the Self-Organized Perceptron (SOP) network. The unsu-

5Additional parameters not described in that paper are defined for the
unsupervised GNG learning algorithm. For those extra parameters, we used
the same values used by B. Fritzke for his experiments on 2D data [14].
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e) f)

Figure 6:a) Uniform data from class “0” for passive train-
ing and b) from class “1” for incremental training. In c), the
resulting GNG network after passive training for class “0”
is shown with d) the resulting decision frontiers, and e) the
modified GNG network after incremental learning for class
“1” is shown with f) the updated decision frontiers.

pervised map is used to model the input data space and to
partition the supervised Perceptron into clusters of neurons.
The structure and learning algorithm of the proposed archi-
tecture has been shown to allow incremental learning while
preserving previous knowledge.

This approach is currently being integrated into an inter-
active cursive handwriting recognition system where basic
knowledge stems from large isolated character data sets that
enable initial multi-writer capabilities. In this system, inter-
action with the user, who becomes a teacher, enables both
knowledge evolution and reinforcement.
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